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會議簡介 
 

一、會議緣起 

 

數位化論文典藏聯盟（簡稱本聯盟）以共購共享數位化論文資源，提升資訊

服務效能為宗旨，自 2001 年成立至今，會員涵蓋臺灣地區大學、學院、技職院

校與學術研究機構、專門圖書館，及香港地區部分大學圖書館。本聯盟成立至今

二十二年，至 2023 年 10 月本聯盟累積的論文篇數已超過 292,650 篇全文博碩士

論文，對於提升研究資源的合作建置與典藏內涵，及支援學術界的研究需求等多

所助益。為提高資料庫的使用效益，系統承辦廠商漢珍公司於 2019 年 9 月完成

平台全面升級，提供全新的操作介面、增加館員管理後台、串接 PQDT 推薦論

文系統及多項功能，強化使用者與管理方的使用便利性與資訊分析功能；同時，

科睿唯安於 2021 年收購美國 ProQuest 公司後，歷經三年的整合，在 PQDT 平台

上提供多種資源串接，以期與聯盟會員共同成長。 

 

自 2002 年起，本聯盟為提供圖書資訊學專業的場域，亦為會員提供交流的

平台，已 連續舉辦 19 屆會員年度會議。2023 年第 20 屆年會，由國立陽明交

通大學圖書館主辦，並訂會議主題為「創新科技與圖書館應用」。邀請講者包含: 

香港中文大學圖書館李智恒 數碼創新主管、國立陽明交通大學資訊工程學系 謝

秉均教授、國立陽明交通大學資訊工程學系 顏安孜教授、國立臺灣大學圖書館 

劉韻涵館員，將探討：Building a Culture of Innovation: Nurturing Digital Talent and 

Collaboration: experience from Digital Initiatives, CUHK library；使用 ChatGPT 提

升研究效率；AI 於圖書館之應用；NTU Topics 學術合作探索服務及今年盟主對

於聯盟營運報告暨提案討論，期待能透過本次年會多方面共同研討創新科技與圖

書館應用之實務經驗分享。 

 

 

二、會議資訊 

 

會議時間：2023 年 10 月 27 日(星期五)9:30-16:30 

會議地點：國立陽明交通大學浩然圖書館 B1 國際會議廳 

主辦單位：國立陽明交通大學圖書館 

協辦單位：美國 ProQuest 公司、漢珍數位圖書股份有限公司 
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會議議程 
時間 活動說明 

09:30-10:00 報到  

10:00-10:20 
開幕致詞 

楊慕華 國立陽明交通大學副校長 

10:20-11:10 

演講 

主持：林登松 國立清華大學 圖書館館長 

講者：李智恒 香港中文大學圖書館數碼創新主管 

講題：Building a Culture of Innovation: Nurturing Digital Talent and Collaboration: 

experience from Digital Initiatives, CUHK library 

11:10-11:20 休息 

11:20-12:10 

演講 

主持：林登松 國立清華大學 圖書館館長 

講者：謝秉均 國立陽明交通大學資訊工程學系教授 

講題：使用 ChatGPT 提升研究效率 

12:10-13:40 餐敘 

13:40-14:30 

演講 

主持：黃明居 國立陽明交通大學圖書館館長 

講者：顏安孜 國立陽明交通大學資訊工程學系教授 

講題：AI 於圖書館之應用 

14:30-15:20 

演講 

主持：黃明居 國立陽明交通大學圖書館館長 

講者：劉韻涵 國立臺灣大學圖書館館員 

講題：NTU Topics 學術合作探索服務 

15:20-15:50 茶敘 

15:50-16:30 
聯盟營運報告暨提案討論 

講者：李美燕 國立陽明交通大學圖書館組長 
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Building a Culture of Innovation: Nurturing Digital 

Talent and Collaboration: experience from Digital 

Initiatives, CUHK library  

李智恒 
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Outline

23 October 2023

• The Importance of a Culture of 
Innovation

• Strategies for Fostering Innovation
• The Digital Talent Gap
• Developing Digital Talent
• Strategies for collaboration

The Importance of 
a Culture of 
Innovation

23 October 2023
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23 October 2023

The Importance of a Culture of Innovation

Introduction:

• My role and the Digital Initiatives 
(DI) team.

• Digital Scholarship Team
• Digital Services and 

Technologies Team

Introduction

23 October 2023

The Importance of a Culture of Innovation

Why a culture of innovation matters in the rapidly evolving digital 
age?

•

The Importance of a Culture of Innovation
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The Importance of a Culture of Innovation

Why a culture of innovation matters in the rapidly evolving digital 
age is matter? 

• Fostering innovation unlocks new opportunities or discovers 
new insight and addresses complex challenges/issue from 
operation. Digital transformation can enable a culture of 
innovation by providing the necessary technological 
infrastructure, tools, and platforms for employees to 
experiment, collaborate, and bring their innovative ideas to 
life.

• A culture of innovation supports and accelerates digital 
transformation efforts by fostering an environment where 
employees are motivated to explore new technologies, 
identify opportunities for improvement, and drive the 
adoption of digital solutions.

• Both digital transformation and a culture of innovation require 
a mindset shift within the organization. They both involve 
embracing change, being open to new ideas, and 
challenging traditional ways of doing things.

The Importance of a Culture of Innovation

23 October 2023

The Importance of a Culture of Innovation

The key objectives of digital transformation in DI

• Improving operational efficiency: Digitizing 
manual processes, automating tasks, and utilizing 
data-driven insights can optimize operations, 
reduce costs, and enhance productivity. 

• Enhancing customer experiences: Using digital 
channels and technologies to engage customers, 
provide personalized experiences, and deliver 
products or services faster and more 
conveniently. 

• Enabling innovation: Digital transformation can 
foster a culture of innovation by providing the 
tools and platforms for experimentation, 
collaboration, and rapid prototyping of new ideas.

The Importance of a Culture of Innovation
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23 October 2023

The Importance of a Culture of Innovation

Why a culture of innovation is 
matter? 

• Key milestones and achievements 
in Digital Initiatives:

The Importance of a Culture of Innovation

• Explore the use of AI/ML for Digital Services 2022/2023
• CLOCKSS Digital Preservation 2022
• Expose our ETD records to ProQuest with Data Harvesting Protocol: OAI-PMH 2022
• Spreadsheet ingestion workflow to support robust ingestion 2022
• HOCR protocol for Newspaper Viewer 2021
• e-submission for ETD 2021
• Crowdsourcing feature for Islandora 2021
• On-demand digitization (Covid) 2020
• Streamline Ingestion workflow for Digital Objects 2020
• Implementation of IIIF image API for Digital Repository 2019
• Web Accessibility Recognition Scheme Award for DS Project site and Digital 

Repository 2018
• Join Repository Analytics & Metrics Portal (RAMP) from Montana University for 

analytics on usage statistics 2018
• Launch of CUHK Digital Repository in Islandora: 2014

Strategies for Attracting and 
Retaining Digital Talent

23 October 2023
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Strategies for Attracting and Retaining Digital Talent

• The field of digital scholarship is experiencing significant development 
trends due to the increasing reliance on digital technologies and the 
demand for innovative research approaches.

• There is a notable gap between the demand for digital skills and subject 
domain expertise and the available talent pool.

• Advanced technologies such as data analytics, machine learning, and 
artificial intelligence…etc. are being used to enhance research processes 
and facilitate interdisciplinary collaborations.

The Digital Talent Gap

23 October 2023

Strategies for Attracting and Retaining Digital Talent

• Position workplace at CUHK emphasizes retaining digital talent

• Career path progression: PCI - PCII ; ACO - COII (3:1 to 2:1 
ratio for ACO/COII)

• DI division focuses on project-oriented and collaborative 
teamwork

• Inclusion of Research Assistants (RAs) in the team for cross-
generational collaboration and positive impact in high turnover 
rate;

• Team members have diverse academic backgrounds:
• 2016-17 UG (GPA) - Research
• 2018-20 UG (Cultural Studies) - Research
• 2020-21 PG (HIS) - Research
• 2021- UG (PHY) - Technical (Python, ML)

Retaining Digital Talent

9



Developing Digital 
Talent

23 October 2023

23 October 2023

Developing Digital Talent

Upskilling and Reskilling

• Offer continuous learning 
opportunities to enhance digital skills.

• Provide training programs, 
workshops, and certifications to keep 
employees updated on emerging 
technologies.

Mentorship and Collaboration

• Pair experienced professionals with 
emerging digital talent for knowledge 
transfer.

Developing Digital Talent

10
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Developing Digital Talent

• Staff Engagement in Learning 
Computer Skills from Digital 
Technology librarian and IT dept and 
engage self-learning and attend 
workshop to acquire skill and 
knowledge for Digital Scholarship 
project

• Projector Coordinator (PG/HIS)

• Research Assistant (UG/GPA)

Examples:

• Data Extraction, Visualization, and Storytelling: A Case Study in Headline 
Analysis on “The Hongkong News” with Deep Learning, to be published in 
Archiving 2023 international conference, June 19-23, Oslo, Norway and Beyond 
Images: Data Visualization through Headline Analysis in Historical Newspaper 
with Computer Vision, CCVPR 2023 international conference, September 15-
17, Oxford, UK

• The papers present the methodologies to extract the headline and illustrations from a 
historical newspaper for storytelling to support digital scholarship. It explored the 
ways in which new digital tools can facilitate the understanding of the newspaper 
content in the setting of time and space, “The Hongkong News” was selected from 
Hong Kong Early Tabloid Newspaper for the case study owing to its uniqueness in 
historical value towards the scholars. The proposed methodologies were evaluated in 
OCR (Optical Character Recognition) with scraping and Deep Learning Object 
Detection models. Two visualization products were developed to showcase the 
feasibility of our proposed methods to serve the storytelling purpose.

• Timeline Visualization (cuhk.edu.hk)

23 October 2023

Developing Digital Talent

• Mentorship and collaboration is 
pairing a research assistant or 
project coordinator, who possesses 
subject domain expertise, with the 
capability of learning IT skills and 
knowledge, with experienced 
professionals in the areas of machine 
learning and computer vision. This 
collaboration allows the emerging 
digital talent to gain hands-on 
experience and guidance from 
experts in utilizing machine learning 
and computer vision techniques for 
expanding digital scholarship 
collections

Examples:

• In total 456 newspaper pages have been used to 
execute the proposed method. Different 
methodologies, including ABBYY FineReader, VGG 
nls-chapbook model, and Yolov5, were compared and 
evaluated. Image categorization has also been studied 
with Face Recognition and OCR methodologies. 
Experimental results showed that the proposed method 
successfully extracted and categorized the illustrations 
of 106 actors/actresses which were then used to create 
their personal photo albums.

• Paper to be published in 2023 IEEE 6th International 
Conference on Pattern Recognition and Artificial 
Intelligence

Photo Album Creation for historical 
newspaper through computer vision by using 
ABBYY, VGG model, and Yolov5

11
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Developing Digital Talent

Datafication

• Prepare wide variety of dataset apart from 
metadata

• In Serial journal project, we prepare the index 
for each articles and issues of journal

• For newspaper, we have HOCR, with coordinate 
data encoded on top of OCR, as the layout of 
newspaper is a bit complicated, it can be more 
user-friendly to locate the user’s search terms

• With NER, we generate GIS geocoding data
• With AI object detection computation 

algorithm, we can support the Time series data 
with visual presentation

• have been represented in the old daysWith digital 
restoration tech, we can colourize some of the 
historical photos to restore the original color to show 
how the photo might 

Examples:

23 October 2023

Developing Digital Talent

Product Showcase

Examples:

• Timeline Visualization • Geodata Visualization

GeoData Visualization (cuhk.edu.hk)Timeline Visualization (cuhk.edu.hk)

12
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Developing Digital Talent

Examples:Digitization -> Digital Scholarship

• TTurn the Digitization Result into Scholarship Interest

Link to DS Project

23 October 2023

Developing Digital Talent

Examples:Digitization -> Digital Scholarship (more)

Link with 
HKBDB

Timeline Visualization (cuhk.edu.hk)

Photo Albums (cuhk.edu.hk)

13



Strategies for 
Fostering 
Innovation and 
Collaboration

23 October 2023

23 October 2023

Strategies for Fostering Innovation and Collaboration

Foster a culture that embraces learning, 
experimentation, and risk-taking.

•

•

20-21 ETD
(127,282)

United 
College 
General 
Education 
Senior 
Seminar 
Papers 
Database 
(25,195)

E-Journals 
Collection 
(21,242)

21-22 ETD
(240,214)

Sheng 
Xuanhuai
Archive 
(225,260)

Daoist Texts  
(117,296)

14
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Strategies for Fostering Innovation and Collaboration

Foster a culture that 
embraces learning, 
experimentation, and risk-
taking.

• Browse by different Facets

25

IIt holds all the full-text of research 
degree’s theses and doctoral 
dissertations submitted by 
postgraduate students of The 
Chinese University of Hong Kong 
(CUHK) since 1967.

https://repository.lib.cuhk.edu.hk/en/collection/etd

23 October 2023

Strategies for Fostering Innovation and Collaboration

Foster a culture that 
embraces learning, 
experimentation, and risk-
taking.

•

Distribution by Faculties 

Distribution by Subjects

To gain some insights on how to utilize our resources to support different 
research topics

Co-authorship or collaboration 
network between faculties
Division with more impact on 
Research Output given a 
higher no. of thesis published

15
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Strategies for Fostering Innovation and collaboration

Establish channels for employees to share ideas and 
provide feedback.

Implement innovation programs, hackathons, or idea 
incubators.

•
•

•
•

•

•
•

•

23 October 2023

Strategies for Fostering Innovation and collaboration

Establish channels for employees to share ideas and 
provide feedback.

Implement innovation programs, hackathons, or idea 
incubators.
•

16
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Strategies for Fostering Innovation and collaboration

Establish channels for employees to share ideas and 
provide feedback.

Implement innovation programs, hackathons, or idea 
incubators.
•

23 October 2023

Strategies for Fostering Innovation and collaboration

•

• QC with AI: to avoid content loss

17
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Strategies for Fostering Innovation and collaboration

•

•

23 October 2023

Strategies for Fostering Innovation and collaboration

External Partnerships

Learning from Faculty/Research center
Example: - DS projects collaboration

• GIS mapping on archaeology sites 
from research data (Archaeology) 

• Consultation on data visualization 
and acquisition (Law)

• Production of interactive maps for 
research output (Religious Studies)

18
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Developing Digital Talent

• Collaborate with educational institutions, industry 
organizations, and startups for access to top digital 
talent.

• Example: Collaboration with a vendor for DS 
infrastructure innovation in the context of artist and 
writer biographies. This partnership with ASCDC 
(Academia Sinica Center for Digital Cultures on 
OCR/DH

External Partnerships

23 October 2023

Strategies for Fostering Innovation and collaboration

Design physical and virtual spaces that facilitate 
collaboration and idea sharing. 

•
•
•

Foster cross-functional collaboration to drive innovation 
across departments. 

19
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Breaking down silos and creating collaborative 
spaces and platforms.

Strategies for Fostering Innovation and collaboration

23 October 2023

The Importance of a Culture of Innovation

• Fostering collaboration and innovation is 
crucial for libraries to stay relevant and 
meet the evolving needs of their users.

• Embrace innovation, collaborate across 
disciplines, and encourage experimentation 
to realize full potential.

• This culture will enable libraries to adapt to 
changing demands, deliver innovative 
services, and provide exceptional user 
experiences.

Conclusion

20



2023/10/23

Thank You
ryunlee@cuhk.edu.hk
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使用 ChatGPT 提升研究效率 

謝秉均 

國立陽明交通大學資訊工程學系教授 
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ChatGPT  

Elevate Your Research with ChatGPT: The Inception of Innovation 

Ping-Chun Hsieh ( )

Department of Computer Science 
National Yang Ming Chiao Tung University

Email: pinghsieh@nycu.edu.tw 
Website: pinghsieh.github.io

 
October 27, 2023

2Figure Source: https://twitter.com/SteveNouri/status/1640989541665492992

OpenAI  2022/11/30 ChatGPT 
( 100 )

2023 3  
” AI ”

 (Paperclips) 

“

 

”  (From Wikipedia)
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3

Part 1. ChatGPT

Part 2. ChatGPT

(~25 min)

(~25 min)

Part 1: What are ChatGPT and Large Language Models?

4

26



ChatGPT  Large Language Model (LLM)

5

6

 “Large” Language Models

GPT-1

GPT-3/3.5

GPT-2

0.1 billion  
parameters

1.5 billion 
parameters

2018
2019

2020

175 billion 
parameters

Figure Source: https://en.wikipedia.org/wiki/List_of_animals_by_number_of_neurons

27
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 Large “Language Models”

ChatGPT  Seq2Seq 

Figure Source: https://iq.opengenus.org/transformer-network-replace-gans/

Machine Translation

• ”next-word prediction”

• labels ( self-supervised learning)

8

Word Association

GPTHello

World

How are you?

Kitty 0.1

0.7

0.2

Slide Credit:  ( )
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 (Stochastic Parrots)

“... 

”

Quote: https://www.gvm.com.tw/article/102923#Stochastic%20Parrots

[FAccT 2021]

Paper: https://dl.acm.org/doi/10.1145/3442188.3445922

Picture: https://www.pexels.com/zh-tw/photo/6659291/ (CC)

10

ChatGPT

• ChatGPT  ( ) 

What is “funny”?

What is “safe”?

Slide Credit: https://tlkfrontprod.azureedge.net/portal-production/static/files/conference-presentations/icml-2023.pdf

What is “love”?

• ChatGPT

29
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...

What is “love”?

”love”

vs

3C

3C ”love”

Question: LLM

Reinforcement Learning From 
Human Feedback (RLHF)
( )

12
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 Reinforcement Learning (RL)

Example: AI

2. 
3. AI

4. 

1.  (e.g.,  Breakout)

5. 
6. RL

14

RL ChatGPT

1. 
 (prompt)

2. ChatGPT

3. 

Q:

Reinforcement Learning From Human 
Feedback (RLHF) 

31
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RL Challenging

Video Source: https://openai.com/blog/faulty-reward-functions/

reward

RL  
( )

16

RLHF

3C

 = +10

 = -5

vs

3C

3C ”love”

32
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RLHF

2008

2017

2020

2022

 (text summarization) 
paper ChatGPT 

18

● x summary ( y)

x y

Model

 (Text Summarization)

Slide Credit:  ( )

Extraction-based summarization

Semantics

Abstraction-based summarization

33
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Extraction-based summarization Abstraction-based summarization

Peter and Elizabeth took a taxi to attend the night party in the city. 
While in the party, Elizabeth collapsed and was rushed to the hospital. 

Peter and Elizabeth attend party city. 
Elizabeth rushed hospital.

Elizabeth was hospitalized after 
attending a party with Peter.

*Examples are extracted from: https://blog.floydhub.com/gentle-introduction-to-text-summarization-in-machine-learning/

Preferred

20

RLHF

● summary
● RLHF Reddit summaries

Reddit  TL;DR summarization

34
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RLHF Human Feedback

*Samples are extracted from: https://openaipublic.blob.core.windows.net/summarize-from-feedback/website/index.html#/

(22 ) (21 )

without herwithout her

Slide Credit: 

summary

22

RLHF Reward Predictor Human Feedback

1 = +10

2 = +20

Reward predictor

reward predictor

sample 2 sample 1
2 1

35
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RLHF

• ChatGPT  ( alignment issue)

• ChatGPT

24

Main Takeaway of Part 1

• ChatGPT

• ChatGPT ”context”

36
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Part 2: How to Leverage LLMs for Research?

26

ChatGPT

Q1. ChatGPT  (Hallucination)

ChatGPT  LLMs 

Q2. ChatGPT  (absence of reasoning)

Q3. 

37
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ChatGPT
weaknesses  

28

• ChatGPT

Q1. ChatGPT

( ChatGPT
)

38
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Q1: ChatGPT (Cont.)
• ChatGPT LLM 

2

WolframAlpha ChatGPT

Q: 

30

Q2. ChatGPT’s ?
+

+

Q: 

!?
...

• ChatGPT GPT3!?

Paper URL: https://arxiv.org/abs/2301.06627

• LLM

39
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/  

 
paper

Reviewers

ChatGPT

Q3. ?

32

1.  ( )  

2.  ( ) 

3. ChatGPT  

4.  

5. ChatGPT

ChatGPT Prompts

40
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ChatGPT brainstorming

1. ChatGPT

•  

 1. 1~2  

 2. 1~2

• context ( ChatGPT )

(Recall: transformer )

34

Case Study:  (1/4)
1. context (

)

2.  ( )

Q: 

5

5

41
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Case Study:  (2/4)

2. (NLP)

3~5

1.  ( )

36

Case Study:  (3/4)
  

 5

42
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Case Study:  (4/4)
  
5

5

Q: 

38

2. ChatGPT

ChatGPT implicitly knowledge graph

•  

 1. 1~2 prompts  

 2. prompts summary

•

43
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[Auer, JMLR 
2002] [Silver, 

Nature 2016]

Parent nodes

Child nodes

Citation network

(A) Graph

• BFS (Breadth-first search)
• DFS (Depth-first search)
• Hybrid

(B) 

ChatGPT

40

Step 1  — Web of Science  (1/4)

Consider the research question “Reinforcement Learning Algorithms for 
Portfolio Management With Risk Control.” 

Please provide a search algorithm that could retrieve relevant papers from 
Web of Science.

 1.  (
)

2. ChatGPT

44
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As an experienced librarian specializing in literature review and information retrieval from 
bibliographic databases (e.g., Web of Science), your task is to develop a comprehensive, 
accurate, and tailored search algorithm for identifying and retrieving relevant articles from 
Web of Science.

To create a search algorithm that accurately reflects the research question, please follow
these steps:
1. Break down research question into 2 or more key concepts
2. For each concept, identify closely related keywords
3. Use the Boolean operator “OR” to combine the keywords
4. Finally, use the Boolean operators “AND” to combine the keywords across various

concepts
For example, focus on the research question “Reinforcement Learning Algorithms for Portfolio 
Management With Risk Control.” 
First, identify the three key concepts: Reinforcement Learning Algorithms, Portfolio 
Management, and Risk Control. 
Next, develop closely related keywords for each concept.
Relevant keywords on Portfolio Management could be “investment”, “stock market”, “futures”, 
“foreign exchange”, and “cryptocurrency.”
Finally, please use “OR” to combine the keywords for each concept, and then use “AND” to 
combine the different concepts.

1. ChatGPT

2. 

3. 

4. ChatGPT

Reference: Supercharge Your Research 
Productivity with ChatGPT: A Practical Guide 
(by Ruopeng An)

 

Step 1  — Web of Science  (2/4)
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Step 1  — Web of Science  (3/4)
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ChatGPT search algggorithm 010

Step 1  — Web of Science  (4/4)

44

Step 2  (1/2)
I am doing a systematic review and have retrieved multiple peer-reviewed papers 
from Web of Science.
Please assist me in screening the title and abstract of papers based on my 
research question and eligibility criteria.

Research question:  Reinforcement Learning Algorithms for Portfolio 
Management With Risk Control

Eligibility Criteria: (1) Study type: With theoretical results (2) Article type: original 
peer-reviewed journal publications

Title: Dynamic portfolio rebalancing through reinforcement learning

Abstract: Portfolio managements in financial markets involve risk management 
strategies and opportunistic responses to individual trading behaviors…

What’s your decision and explanation?

Reference: Supercharge Your Research Productivity with ChatGPT: A Practical Guide (by Ruopeng An)

1. ChatGPT

2. 

3. 

4. title, abstract

5. 
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Step 2  (2/2)

ChatGPT
 (Why?)

Q: 

Q: 

46

3. ChatGPT paper  (1/8)

CS ChatGPT paper

Reference: https://icml.cc/Conferences/2023/llm-policy

Clarification on Large Language Model Policy LLM 
We (Program Chairs) have included the following statement in the Call for Papers for ICML represented by 2023: 
Papers that include text generated from a large-scale language model (LLM) such as ChatGPT are prohibited unless the
pproduced text is presented as a part of the paper’s experimental analysis.
This statement has raised a number of questions from potential authors and led some to proactively reach out to us. We 
appreciate your feedback and comments and would like to clarify further the intention behind this statement and how we plan to 
implement this policy for ICML 2023. 
TLDR; 
• The Large Language Model (LLM) policy for ICML 2023 prohibits text produced entirely by LLMs (i.e., “generated”).  This does 

not prohibit authors from using LLMs for editing or polishing author-written text. 
• The LLM policy is largely predicated on the principle of being conservative with respect to guarding against potential issues of 

using LLMs, including plagiarism. 
• The LLM policy applies to ICML 2023. We expect this policy may evolve in future conferences as we understand LLMs and 

their impacts on scientific publishing better. 

ICML 2023 ( )

LLM
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3. ChatGPT paper  (2/8)

• ChatGPT

• ChatGPT jump-start introduction abstract

• ChatGPT

• ChatGPT

48

3. ChatGPT paper  (3/8)

Imitation learning is a method of machine learning that aims to learn to 
perform specific tasks better by observing the behavior of humans or 
other intelligent agents. 

This method is usually used to solve tasks that are easy to define and 
implement. In recent years, imitation learning has been widely applied 
in various applications, such as self-driving cars, robot control, game 
intelligence, smart healthcare and more fields. It has become an 
important research direction and has made significant progresses. 

Behavior Cloning (Bain and Sammut [1995], Torabi et al. [2018]) is a
method of learning directly from expert behavior. 

The main idea is to convert expert behavior into a set of state-action 
pairs, and use this data to train a supervised learning model. 

Data-set Aggregation (Dagger, Ross et al. [2011]) is a method that 
further optimizes Behavior Cloning through interactive training and 
data collection. 

Experts modify the predictions of the existing model, and add the 
modified data into the original data-set for retraining. We can gradually
improve the model’s policies with the repeated processes.

You are tasked to polish the following paragraph, which is part of the introduction of a research paper on imitation learning.
This paragraph was written by a non-native graduate student.
Please polish it by reducing redundant words and correcting the grammatical errors, with marginal change to the original proposition.

Imitation learning, a machine learning approach, enhances task 
performance by observing human or intelligent agent behavior. 

Typically applied to well-defined tasks, this method has found 
extensive use in diverse domains such as self-driving cars, robot 
control, game intelligence, and smart healthcare, among others. It has 
evolved into a pivotal research direction, yielding significant 
advancements. 

Behavior Cloning, as proposed by Bain and Sammut (1995) and later 
refined by Torabi et al. (2018), involves learning directly from expert 
behavior. 

The core concept entails converting expert behavior into a collection 
of state-action pairs, which is then used for training a supervised 
learning model. 

Data-set Aggregation, introduced by Dagger (Ross et al., 2011), 
optimizes Behavior Cloning through interactive training and data 
collection. 

Experts refine model predictions and incorporate this modified data 
into the original dataset for retraining. This iterative process 
progressively enhances the model's policies.

ChatGPT

48
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3. ChatGPT paper  (4/8)

ChatGPT introduction

•

1. 

2. ChatGPT

3.  (Reinforcement Learning with human feedback)

4. human labelers

5. 

50

3. ChatGPT paper  (5/8)

ChatGPT
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3. ChatGPT paper  (6/8)

52

3. ChatGPT paper  (7/8)
ChatGPT

•  ( )

Please come up with 3 possible titles for the following abstract. The titles need to be very eye-catching.

Abstract: Domain randomization (DR) is widely used in reinforcement learning (RL) to bridge the gap between simulation and reality by 
maximizing its average returns under the perturbation of environmental parameters. However, even the most complex simulators cannot 
capture all details in reality due to finite domain parameters and simplified physical models….

RL lol

50
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Please come up with 3 possible titles for the following abstract. The titles need to be very eye-catching.

Abstract: Domain randomization (DR) is widely used in reinforcement learning (RL) to bridge the gap between simulation and reality by 
maximizing its average returns under the perturbation of environmental parameters. However, even the most complex simulators cannot 
capture all details in reality due to finite domain parameters and simplified physical models….

3. ChatGPT paper  (8/8)

lol
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4. ChatGPT  (1/2)

Step 1:  ( 2 )

Step 2:  
( 2 )

Step 3: (e.g., 
Theorem -> Thm, Appendix -> App.)

( Step 2 Step 3 )

51
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ChatGPT

4. ChatGPT  (2/2)

Step 1:  ( 2 )

Step 2:  ( 2 )

Step 3: (e.g., Theorem -> Thm, Appendix -> App.)

ChatGPT  ( )

56

Main Takeaway of Part 2

• ChatGPT

• ChatGPT context
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AI 於圖書館之應用  

顏安孜 

國立陽明交通大學資訊工程學系教授 

 

 

 

 

 

 

 

 

 

  

53



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

54



55



56



57



58



59



60



61



62



63



64



65



66



67



68



69



70



71



θ θ =
θ + θ = ? 
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NTU Topics 學術合作探索服務  

劉韻涵 

國立臺灣大學圖書館館員 
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4
.

6

•

Source Saikia, Manel Vallès, Alexandre Fabregat, Raúl Saez, Dieter Boer, A bibliometric analysis of trends in solar cooling 
technology, Solar Energy, Volume 199, 2020, Pages 100-114. https://doi.org/10.1016/j.solener.2020.02.013.
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Find Research Collaborators @ NTU
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聯盟營運報告暨提案討論  

李美燕 

國立陽明交通大學圖書館組長 
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Thank you for listening
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