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Building a Culture of Innovation: Nurturing Digital
Talent and Collaboration: experience from Digital
Initiatives, CUHK library
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Experience from Digital initiatives, CUHK library.

Building a Culture of
Innovation: Nurturing
Digital Talent and
Collaboration

Chinese University
of Hong Kong

BEPNKRE




Chinese University of Hong Kong
ER RN

* EstablishedIn 1963 (60 anniversaryin 2023) A% 175319635 (120235 % 60:B F)

* A comprehensive Research university With a 137.3---hectare Campus overlooking Tolo Harbor At Shatin, New Territories
PAREEE—B=TTH=CE - FE>HESE

e Comprises of 9 colleges, 8 Faculties and Graduate School; 21,405 undergraduates and postgraduates, 8,140 Full-time staff
(2022) FH9 A=P5, 8 E2Fe M TP AL; 21,405 AT RARIE A, 8,140 B S.

LSk

E
(L @ e
HUSE NERE BARR £
W oA w1963
____________________ =
8 o
RERE RRRE BARE
- ‘e 2000.. . 1986

23 October 2023

Upper campus : e Sl es
New Asia College Library %1
=R EEE,

United College Library Bi&
=il R EEEE

183,027=

BFE
4,863,710m

EIRIATLTI & : Central campus:
3,242 = A Il ; University Library *%%ﬁﬁ,
y ] Law Library FIE{EEEEESEE

TR
294,852

AREH Btz EE A
452 a 4,751m 61,8354

Medical Library at Prince of
Wales Hospital

Lower campus:
Chung Chi College Library =& E R

ERBIEESE, L1543 B B iR £ B P B9 2= AR
23 October 2023 Architecture Library (2ZRE2EZEE BEEZE




Outline

* The Importance of a Culture of
Innovation

+ Strategies for Fostering Innovation
» The Digital Talent Gap

+ Developing Digital Talent

« Strategies for collaboration
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The Importance of
a Culture of
Innovation

' = ,'.,’:A
TN =

23 October 2023




The Importance of a Culture of Innovation

Introduction

CUHK Library

Introduction: Crizss Department

* My role and the Digital Initiatives
(DI) team.

+ Digital Scholarship Team

+ Digital Services and
Technologies Team Collection Development Digital Services

. ]
i L (857) 3943 7IM . + Degitization
i Mr Ryun LEE Hood, Digital Intiatives. = ) « OCR
artme + Datafication
« Digital Repository
B (952) 0s3 970
Ms Kitty SiU Digeol Scholotehip Libraron ~
o
B (852) a3 09 Digital Scholarship
Mr Vincent LUM Digtal Technologies Lisrarion =
Mncenmumacuticedy it

23 October 2023

The Importance of a Culture of Innovation

The Importance of a Culture of Innovation

Why a culture of innovation matters in the rapidly evolving digital
age?

* Alignment with Library Strategy Plan 2020-2025 —Research and
Innovation —advancing research support and digital scholarship
Working in partnership with researchers, we will develop
transformational support for open scholarship throughout the research
lifecycle. We will explore and implement forward looking approaches
to facilitate interdisciplinary collaboration and digital scholarship across

the University and global research community. CUHK lel"dl'y2025
OPEN CONNECT ENGAGE

CUHK Library Strategic Plan
2021-2025

J @i

23 October 2023
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The Importance of a Culture of Innovation

Why a culture of innovation matters in the rapidly evolving digital
age is matter?

Fostering innovation unlocks new opportunities or discovers
new insight and addresses complex challenges/issue from
operation. Digital transformation can enable a culture of
innovation by providing the necessary technological
infrastructure, tools, and platforms foremployeesto
?fxperiment, collaborate, and bring their innovative ideas to
ife.

A culture of innovation supports and accelerates digital
transformation efforts by fostering an environment where
employees are motivated to explore new technologies,
identify opportunities forimprovement, and drive the
adoption of digital solutions.

Both digital transformation and a culture of innovation require
a mindset shift within the organization. They both involve
embracing change, being opento new ideas, and
challenging traditional ways of doing things.

23 October 2023
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The Importance of a Culture of Innovation @ &

The Importance of a Culture of Innovation

The key objectives of digital transformationin DI

Improving operational efficiency: Digitizing
manual processes, automating tasks, and utilizing
data-driven insights can optimize operations,
reduce costs, and enhance productivity.

Enhancing customer experiences: Using digital
channels and technologies to engage customers,
provide personalized experiences, and deliver
products or services fasterand more
conveniently.

Enabling innovation: Digital transformation can
fostera culture of innovation by providing the “T'll be happy to give you innovative thinking.
tools and platforms for experimentation, What are the guidelines?”

collaboration, and rapid prototyping of new ideas.

23 October 2023
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The Importance of a Culture of Innovation

Why a culture of innovation is « Explorethe use of Al/ML for Digital Services 2022/2023
matter? » CLOCKSS Digital Preservation 2022
+ Exposeour ETD recordsto ProQuestwith Data Harvesting Protocol: OAI-PMH 2022
Key milestones and achievements °* Spreadsheetingestionworkflowto supportrobustingestion2022
in Digital Initiatives: * HOCR protocolfor NewspaperViewer2021
» e-submission for ETD 2021
» Crowdsourcing feature for Islandora 2021
* On-demanddigitization (Covid) 2020
« Streamlinelngestion workflow for Digital Objects 2020
» Implementation of llIF image API for Digital Repository 2019

« Web Accessibility Recognition Scheme Award for DS Project site and Digital
Repository2018

« Join Repository Analytics & Metrics Portal (RAMP) from Montana University for
analytics onusage statistics 2018

» Launchof CUHK Digital Repositoryin Islandora: 2014

23 October 2023

Strategies for Attracting and
Retaining Digital Talent
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The Digital Talent Gap

The field of digital scholarship is experiencing significant development
trends due to the increasing reliance on digital technologies and the
demand for innovative research approaches.

There is a notable gap between the demand for digital skills and subject
domain expertise and the available talent pool.

Advanced technologies such as data analytics, machine learning, and
artificial intelligence...etc. are being used to enhance research processes
and facilitate interdisciplinary collaborations.

23 October 2023

Strategies for Attracting and Retaining Digital Talent @i &

Retaining Digital Talent

Position workplace at CUHK emphasizes retaining digital talent

Career path progression: PCI - PCII ; ACO - COIl (3:1 to 2:1 TR RS TheRRST R e
ratio for ACO/COIl)

Fostering Positivity and Wellness at Workplace

DI division focuses on project-oriented and collaborative
teamwork

Inclusion of Research Assistants (RAs) in the team for cross-
generational collaboration and positive impact in high turnover
rate;

Team members have diverse academic backgrounds:
2016-17 UG (GPA) - Research

2018-20 UG (Cultural Studies)- Research
2020-21PG (HIS) - Research

2021-UG (PHY) - Technical (Python, ML)

23 October 2023
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Developing Digital Talent @

Developing Digital Talent

Work of the Supporting Staff in DI

Upskilling and Reskilling

Offer continuous learning

opportunities to enhance digital skills. » Project Coordination in Digital Services

Provide training programs, « Arrange logistics for vendor scanning
workshops, and certifications to keep + Liaise with helpers for QC process
employees updated on emerging . . .
technologies. MetaData Preparation for Ingestion
« Visual Design for web pages
« Technical Support for online platform
« System development on digital tools
Pair experienced professionals with Y P g

emerging digital talent for knowledge « Machine Learning/Deep Learning in Al to support various digital
transfer. services

Mentorship and Collaboration

23 October 2023
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Developing Digital Talent

26

Examples:

Staff Engagement in Learning
Computer Skills from Digital
Technology librarian and IT dept and
engage self-learning and attend
workshop to acquire skill and
knowledge for Digital Scholarship
project

Projector Coordinator (PG/HIS)
«  Research Assistant (UG/GPA)

23 October 2023

Developing Digital Talent

.. 88
AN

Headline Analysis with
Machine Learning on
The Hongkong News

Data Extraction, Visualization, and Storytelling: A Case Study in Headline
Analysis on “The Hongkong News” with Deep Learning, to be publlshe(il ]in d

and Beyon
Images: Data Visualization through Headline Analysis in Historical N ewspgper
with Computer Vision,

The papers present the methodologies to extract the headline and illustrations from a
historical newspaper for storytelling to support digital scholarshl?. It explored the
ways in which new digital tools canacilitate the understanding of the newspaper
content in the setting of time and space, “The Hongkong News™ was selected from
Hong Kong Early Tabloid Newspaper for the case study ome to its uniquenessin
historical value towards the scholars. The proposed methodologies were evaluated in
OCR ngtlcal Character Recognition) with scraping and Deep Learning Object
Detection models. Two visualization products were developed to showcase the
feasibility of our proposed methods to serve the storytelling purpose.

Examples:

Mentorship and collaboration is
pairing a research assistant or
project coordinator, who possesses
subject domain expertise, with the
capability of learning IT skills and
knowledge, with experienced
professionals in the areas of machine
learning and computer vision. This
collaboration allows the emerging
digital talent to gain hands-on
experience and guidance from
experts in utilizing machine learning
and computer vision techniques for
expanding digital scholarship
collections

23 October 2023

Image Dataset Analysis of
"Amusement News" from Hong
Kong Early Tabloid Newspaper
through Computer Vision and
Machine Learning algorithms

N RERRMESRE AN
FERHE (RRZE) BR
BIRESHT

c «.I. s @

Photo Album Creation for historical
newspaper through computer vision by using
ABBYY, VGG model, and Yolov5

 Intotal 456 newspaper pages have been used to
execute the proposed method. Different
methodologies, including ABBYY FineReader, VGG
nls-chapbook model, and Yolov5, were compared and
evaluated. Image categorization has also been studied
with Face Recognition and OCR methodologies.
Experimental results showed that the proposed method
successfully extracted and categorized the illustrations
of 106 actors/actresses which were then used to create
their personal photo albums.

* Paper to be published in 2023 IEEE 6th International
Conference on Pattern Recognition and Artificial
Intelligence



Developing Digital Talent

== it

Image 001 v of4 Page Next Al Pages Prev Issue Next All Issues

Tabée of Content

Examples: il

i il L P Mt
Datafication
¢ Prepare wide variety of dataset apart from
metadata . -

¢ In Serial journal project, we Frepare the index
for each articles and issues of journal

*  For newspaper, we have HOCR, with coordinate
data encoded on top of OCR, as the layout of
newspaper is a bit complicated, it can be more . nax e »
user-friendly to locate the user’s search terms

¢ With NER, we generate GIS geocoding data
*  With Al object detection computation

al%(:rit_hm, we can support the Time series data
with visual presentation

¢ have been represented in the old daysWith digital . &
restoration tech, we can colourize some of the
historical photos to restore the original color to show

how the photo might GERMAN TROOPS NOW ENTERING THE

CAUCASUS BIG BATTLE OF TANKS ON SO
BANK OF R.DON

23 October 2023

Developing Digital Talent

Examples:

Product Showcase

Taxt Analysis and Visualisation of The
Obsarvatory Review trom Hong Kong Early

+ Timeline Visualization o Geodata Visualization s i v i s

M Calvin Yeung)

u‘-.I-'-—-l- 9 .
Hoading Analysis with Machine Loarning »
on Tha Hongkong News (Mr. Michas! Yip & s o . s
Me Vincent Lum) = S . AR
°
.
.
£
e Q
Qe

23 October 2023
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Developing Digital Talent

2.4

Examples:Digitization -> Digital Scholarship

* Turn the Digitization Result into Scholarship Interest

4

£ER -

HAE n-';yuﬂn.imwmﬂ

Link to DS Project

23 October 2023

Developing Digital Talent

24

Examples:Digitization -> Digital Scholarship (more)

Image Dataset Analysis of =

‘Amusement News' from Hong [ . =~ . ‘
Kong Early Tabloid Newspaper | Link with

through Computer Vision and g HKBDB i
Machine Learning algorithms ‘
E MR RIS 5N 4

HERHNR (RRZE) @R
BRSO

2o

Photo Albums (cuhk.edu.hk)

23 October 2023

Timeline Visualization (cuhk.edu.hk)
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Strategies for
Fostering
Innovation and
Collaboration

23 October 2023

Strategies for Fostering Innovation and Collaboration % &)

[ _-.,i") e"‘;"‘__- Y

Encourage a Growth Mindset

Fost ture that emb learni ETD United E-Journals
oster a culture that embraces learning, .
experimentation, and risk-taking. ({127,252 %%:I ma%
Example: we can encourage experimentation Education
with different methodologiesand data Senior
availablein digital collections, not only Seminar
showcasing them but also exploring their Papers
potential use cases Database
(25,195)
Hot Collections(Most popular) 21-22
(240,214) (117,296)
(225,260)

23 October 2023
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Strategies for Fostering Innovation and Collaboration

Encourage a Growth Mindset
QUMK

Electronic Theses &

Dissertations Collection

Home » Dhgial Cofectons  Elecirons Theses & Dissertatons Coliection

Foster a culture that Electronic Theses & Dissertations Collection i P X KH
embraces learning, eSer— LRSS
experimentation, and risk- CUHK Electronic Theses &
taking. s Dissertations Collection
sk et il 3L R e Browse Collection by Degree
Example: CUHK —-—Browse by different Facets e SR AR R SRR AN
Electronic Theses & R emimii i ik ettt o s mb e A AR
Dissertations (ETD) S N PN 5 S ;".,‘Lf‘,_,'.:?'
Brouae Cotcton b e It holds all the fuII text of researt:h
weomre degree’s theses and doctoral
inscker dissertations submitted by -
i postgraduate students of The.. A
s Chinese University of Hong Kong
FADs
(CUHK) since 1967. s
st Links & Enquires y
23 October 2023 25
Strategies for Fostering Innovation and Collaboration g% &)
(=™ = ]

Encourage a Growth Mindset

Distribution by Faculties
division of business administr
Ceee nCAE aud BN f See Wty Onyes
Co-authorship or collaboration . " #m5™ sesanas 000 e
Foster a culture that b faculti a . : dvisiodofeogisn &
embraces learning, nejtv.vt)r etween acu tIeS  ilon of P g eoov=seomsw “hemeioll
experimentation, and risk- Division with more impact on g @uly. . SVSORO! IR ongine

division of gevernment and pub - 4 iy Geyee Buawon of wabuca Sege

taking. Research Output given a wvsntosminany,  IVISION OF DIOCheMistry: . Swrvommope

. 1 . i 1 st ivision of physics, © (dvision of history.
Example: ETD Collection higher no. of thesis P“thhe,d, N e A viun i g o
division of education. o s e ey

. . . . oviios & e rgiace -
— Subject visualization 2o s ) Heydela
) dvinion of colpral studes erpeeliiie: awe, | divi lon of architecture, = #Wen of mieuar betecho
Givisiortol W.“’" o drsion of conigal anG pamna
S i division of chemical pathology
S of bma sl scne dnnlbndm g ey dnmon of pameiogecal scen
division of mechanical and aut awen - iV of P science a
et th coqreney cngea e vy, coqpe s woaer. T
s o sy DOe o lnatomy heon g, supee g OVISEN cichifigse mecicoe
g g o | Sedndwg | diisioh dlphysiclogy
b { Boncr of banedeal soee e o e s b
dromicn of economEs Oezee divisionSiine a/ta
PO

division of @lectronic enging@ =« s we

division of biclogy.

division of sociology.
A vosvigwer

To gain some insights on how to utilize our resources to support different

23 October 2023 research topics
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Strategies for Fostering Innovation and collaboration

Empower and Support Employee/Students Ideas e

Establish channels for employees to share ideas and
provide feedback.

Implement innovation programs, hackathons, or idea
incubators.

*  Example: Data Analytics Opportunities
+  TextAnalysis on Collection Exegesis of Recipes (E&77 &

* OCR & DataAnalysis: The Hongkong News

* De Bruijn Graph in Genome Assembly with Millipede
Genomes Dataset

* Sketch Your Ancient Arts: Deep Learningon Chinese Ink-
Wash Paintings
* Text Analysis on Voice & Verse Poetry Magazine

* NLP and Visualization of The Observatory Review from
Hong Kong Early Tabloid Newspaper

* Novel De Bruijn Graph Assembler for Millipede Genomes

23 October 2023

Strategies for Fostering Innovation and collaboration

Data Analytics Practice Opportunity 2021/22

L analysss
Collected Eixegesis
| of Recipes

7
]

Empower and Support Employee/Students Ideas

Establish channels for employees to share ideas and
provide feedback.

Implement innovation programs, hackathons, or idea
incubators.

* Example: Audio classification Project--- Audio
Archives: Lectures on Chinese Classics from the Hok
Hoi Library

In the traditional QC process, we need to listen to
audiofiles to spot the defeats

We employed YAMNet which is a pre-trained deep net
(deep learning model) that predicts 521 audio event
classes. We perform re-purposing their pre-trained
model to our application scenario and now just need to
review the image to identify the audio with noise for
further denoise process

23 October 2023

:::d‘h;:?nwél:hﬂ Classics from the Hok Hoi Library and others
BRI R T ¢ 250 S e il o 20 5 8 155 S M
e R e

e =

_Chatter
de, public space
ic animals, pets

o 1000 2000 3000 4000 5000 6000 7000

- TR I
ms'éz'e‘é‘z \ I|I||‘|‘“l:l.".Ill ”T‘:T‘”\ 11’[1 4 :llllq ‘|"‘"‘:MI,:[‘] ||||ll Ill-[tllllnlm |!ni|! \IKI JmJﬂ?’luul
1000 2000 3000 4000 5000 —
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Strategies for Fostering Innovation and collaboration c&%‘; &)

Empower and Support Employee/Students Ideas

Establish channels for employees to share ideas and
provide feedback.

Implement innovation programs, hackathons, or idea
incubators.

* Example: Smart QC in book digitization

Digital workforce and RPA (Robotic Process
Automation)

Intuitively, QC is such a process with the potential to
work with Al. Here we can use robots to detect the
defects

We aim to relieve the strong dependency of human
workload in our QC process.

23 October 2023

Strategies for Fostering Innovation and collaboration

fold 0.75

Empower and Support Employee/Students ldeas

fold 0.59
* Example: Smart QC in book digitization

+  QC with Al: to avoid content loss

fold 0.51

23 October 2023
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Strategies for Fostering Innovation and collaboration 3%; &)

Empower and Support Employee/Students Ideas

fold normal

*  Example: Smart QC in book digitization

* Machinelearning
We are still maturing this tech old normal

We need to go through Parallel run with
student helpers to create KB, indeed it is
more time consuming but we concluded
thatitis worthy

Annotatethe cases with a boundingbox as
Ground truth

Feed to ML model and when the Al robot
encounters similar defeats in the future,
they can recognize it like a human being

23 October 2023

Strategies for Fostering Innovation and collaboration 3%; &)

External Partnerships R ——————

W

"
HERULRENER (0 I o

- w LRN1200 - HLEN o

ss %t fmy 1050%) S,
mfe "2 "8y n“ Site Information B2 8% '" \'_

Learning from Faculty/Research center B S i el
nae T imee “ ., Coordimates S8 '.f:.l.

Example: - DS projects collaboration

»  GIS mapping on archaeology sites
from research data (Archaeology)

» Consultation on data visualization
and acquisition (Law)

*  Production of interactive maps for @i In 2019, there were more i

i e s
research output (Religious Studies) @i 7 Ia Hong Kang.

JuswuIEAUD
edsoy

B

23 October 2023
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Developing Digital Talent

External Partnershlps PIHEBTEARNES |
Chirese Classic Text Mining and Processing
:::::;l- sdeaFARFislang -H-Ilr'rllln.'---l
+  Collaborate with educational institutions, industry i::;g*”""“‘“““”'ﬂ* ‘ -
organizations, and startups for access to top digital Tl € AN ﬁfg
talent Spss ArindARfEaAN s AuNw
$EATNLFRBRBLH =GR REN a:e X
- Example: Collaboration with a vendor for DS et LN i3m
infrastructure innovation in the context of artist and Sebid MR ASEARRAN S e
writer biographies. This partnership with ASCDC [ ]
(Academia Sinica Center for Digital Cultures on Teus ane Data Mising Fremodemn Chisese Texls |
OCR/DH with chextong H :

L
- was 2
Digital SEROISTEND { i o i [ e~ e tabet b e
fatas bawiar

s ]

B Chinese Classic Text OCR

=

Bzl 258 Challenge
=5 p St 3
Precbe iotust]  Chinese ClassicText CUHK Data Hack
wmg*" . OCR Challenge 2022 (2021 & 2023) with LS

Team

23 October 2023

Strategies for Fostering Innovation and collaboration

Create Collaborative Spaces Use of DSLab

Design physical and virtual spaces that facilitate
collaboration and idea sharing.
* Floor Area: ~180m?
* Seating Capacity: ~80
* The Lab is divided into 2 zones:
Room (with digital display wall)
Seminar Room (with workstations)

Foster cross-functional collaboration to drive innovation
across departments.

23 October 2023

19



Strategies for Fostering Innovation and collaboration @ &)

Promoting Cross-disciplinary Collaboration

Collaboration

Breaking down silos and creating collaborative
spaces and platforms.

Examples: Engaging Faculty for Dialogueand
Service Innovation, Engaging Research Centers
and Institutions for Research Output—
Collaboration with Research Institute for the
Humanities (RIH): CUHK Library has collaborated
with the Research Institute for the Humanities
(RIH) from the Faculty of Arts on various digital
humanitiesinitiatives.

Collaboration

23 October 2023

The Importance of a Culture of Innovation

Conclusion

+ Fostering collaboration and innovation is “
crucial for libraries to stay relevant and

) . Innovation is about
meet the evolving needs of their users.

practical creativity -

+ Embrace innovation, collaborate across . .
it's about making new

disciplines, and encourage experimentation

to realize full potential. ideas useful.
« This culture will enable libraries to adapt to ,,

changing demands, deliver innovative

services, and provide exceptional user g 1 Mosown

experiences.

23 October 2023
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5135 Thank You

ryunlee@cuhk.edu. hk
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(EFAChatGPTIEAH R E

Elevate Your Research with ChatGPT: The Inception of Innovation

Ping-Chun Hsieh (#519)

Department of Computer Science
National Yang Ming Chiao Tung University

Email: pinghsieh@nycu.edu.tw
Website: pinghsieh.qgithub.io

November 30, 2022 Authors Product, Announcer

Opendl +

ChatGPT is a sibling model 1o InstructGPT, which is trained to follow an instruction in a prompt and provide a detailed

response,

We are excited to introduce ChatGPT to get users' feedback and learn about its strengths and weaknesses. During the

rrrrr h preview, usage of ChatGPT is free. Try it now at chat.openaicom.

Introduc

OpenAl 7£ 2022/11/30 L4EChatGPT
(—EREB1008RAF)

Figure Source: https://twitter.com/SteveNouri/status/1640989541665492992

B Cam X B B R =
October 27, 2023

Pause Giant Al Experiments:

20233 H
"EEARBAIER ARG

WAET (Paperclips) 2 EHERRE

“BEBEME—EAIBSERS  ENREBIENETE
AEERITRESHONE - BEEEALEERAT
BEEEMEE > HFABNHREIREERENEE
BNEt - EAEREABERENHEHTRENE MR
ERER  EHNEETBEMBERHT -

B4 > 1B R B RRAIE F Rl R AR R EM
ko EHEEMS » RERWIEREE ST MENE
MABE B AFENEFEEZEZM” (From Wikipedia)



Part 1. ChatGPT 2 EEFI%RAY (~25 min)

Part 2. #{al{EFAChatGPTRINEMEAZE (~25 min)

Part 1: What are ChatGPT and Large Language Models?
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ChatGPT=&—f& Large Language Model (LLM)

@OpenAI APT RESEARCH BLOG ABOUT

ChatGPT: Optimizing
Language Models
for Dialogue

We've trained a model called ChatGPT which interacts in
a conversational way. The dialogue format makes it
possible for ChatGPT to answer followup questions, admit
its k challenge ir p , and reject
inappropriate requests. ChatGPT is a sibling model to
InstructGPT, which is trained to follow an instruction in a
prompt and provide a detailed response.

November 30, 2022
13 minute read

BN “Large” Language Models

175 billion
parameters Brain neurons (billions)

Elephant

Marmoset

1.5 billion

parameters Rhesus monkey I

Gorilla

0.1 billion
parameters

2018

Chimpanzee

Human

==AAM ]

2020
2019

Sources: Suzana Herculano-Houzel; Marin, L. Brain Behav Evol 1998,51;230-238

Figure Source: https://en.wikipedia.org/wiki/List_of_animals_by_number_of_neurons 6
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A{oIUf# Large “Language Models”

EE40 : Machine Translation

Er liebte zu essen

NULL Er liebte zu essen

He loved to eat
o E=EEGNG S X 2E R next-word prediction”
e i

EEINRIEEENE - BAREEIEIMETIabels (thFE{Eself-supervised learning)

Figure Source: https://iq.opengenus.org/transformer-network-replace-gans/

A8 B 1R A5

10N

E ) EWord Association

World 0.2
—
‘ Hello —) [GPT ] Kitty 0.1
L
How are you? 0.7
Bl

Slide Credit: ;12 (BE=1EHILE)
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PEHEEEHE (Stochastic Parrots)

On the Dangers of Stochastic Parrots: [FAccT 2021]
Can Language Models Be Too Big? Y

Emily M. Bender* Timnit Gebru®
ebender@uw.edu timnit@blackinai.org
University of Washington Black in AT
Seattle, WA, USA Palo Alto, CA, USA
Angelina McMillan-Major Shmargaret Shmitchell
aymm@uw.edu shmargaret.shmitchell@gmail.com
University of Washington The Aether

Seattle, WA, USA

“.. AN ATEEEE  TEREM
RENXAE » BREASGHETAIREES
HENERE > MBI —E%IE -~

Paper: https://dl.acm.org/doi/10.1145/3442188.3445922
Quote: https://www.gvm.com.tw/article/102923#Stochastic%20Parrots Picture: https://www.pexels.com/zh-tw/photo/6659291/ (CC) 9

BT REGESHEE » &k ?
YN{al:EChatGPTHIRIZRIGALE ?
e ChatGPTEEAEMIEM—LE ARHFAEEN (HR) #H3
What is “funny”?

What is “safe”?

What is “love”?

o TEME - RERGT—EEREHBRFEChatGPTEIR S B LIS

Slide Credit: https://tikfrontprod.azureedge.net/portal-production/static/files/conference-presentations/icml-2023.4d¥
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s PIEER/ NI R BEEIRBES...

WMER/NAEER : What is “love”?
AR BIEEEE » (BIRPIRT LA love” il

VS

B 3CER
MR8 b T3CER1 BT love”IRIR
Question: MR M AT UAFFERBLELLMAAMNR M8E"E—) ?

11

Reinforcement Learning From
Human Feedback (RLHF)

(ERAFREIEERE(CRE)

30



T 238128 Reinforcement Learning (RL) ?

E le: §I Al
xample: B SAETE BRI 4. SER  (ERTE TIREE
SRR B
e —

Observation

Po:icy J Action ../’
- -*Qﬂﬁﬂﬁmf 3. Al R S AR RIROEN
2 BEEERETH THRE

e
6. RL ﬁ&ﬂﬁ%mé&,/// Reward - n
L A B PRERABN 1Y 475

Environment f—

BEEIRIE (e.g., 37181 Breakout)

13

FARLZG#RChatGPT

2. EhfE : ChatGPTE4£MEIE

"Eﬁlﬂg : ¥, % EE H'EFH" (5] =AESE EXsRA TEORAEEAREEER -« RORAANARENR - 25
n ggﬂijnj Eﬁ%ﬁg 3- EB*:Egi‘j $§ Fl:ﬁ E . mﬂmﬁﬂfﬂ;.‘i‘ [l:at?unal Yang-Ming ;—hlao TungJUnivers‘ily -jﬂﬂ WNYCU) - LIFESEM
u e

LAWY — WA

1 EEEEE  TAENROEEEG R R HEE - WENRAAMOERES  MEERT
HENEHNRREEMR - EXN

- R - SN SAMAYENEE  SEEK -8

Observation

. . fil - WFHHE - =00 .
PO'le | Action 2 @REE: ENESAARAEYN - BHNEFER  @ETSHRENAREE - $E0
s S ]LME'!L! EHE - FPJV' PR RN ER -
1.4 : EREBAM T s -
%ﬂ'%ﬁﬁzﬁzﬁ;ﬁ (prompt) Reinforcement WARRPER RN R EOARZ AR -
Leaming Algorithm LGRS T AR A A -
2 il Iig : ZEAE WS ﬁ""ElT' L2 | - EIEIAE - MENWE - BRE
% - AREHERH—EEN - SR ENHRNRN -
Reward o N -
> Q: TE2EN) A TPISRIRIR) D BIZTEE?
Environment Reinforcement Learning From Human

Feedback (RLHF) FL2E B EmMEEER

14
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sxaTRLEYEZENEN SR H B R Challenging

{ER R D B EZEHreward

BH&ER - RLZEIRMITEER S
(MIEE AR !

Video Source: https://openai.com/blog/faulty-reward-functions/ 15

RLHF : Z#(EiER TR TE—) RKREBLEEENSE

128 = +10

VS

Vv

=)

MFHE
MR8l I T3CERI ERFS"love”HIKRIA

16
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RLHFASEEBFE

Learning to ize from h feedback

Nisan Sthennoa®  Long Ouyang”  Jeff Wu*  Danlel M. Zegler”  Ryan Lowe"

Chelsen Voss® Alec Kadford Darie Amaodel Paul Christians
OpenAl
Deep Reinforcement Learning Abitiat
from Human Preferences
As language model exfiel, traininy increas.
v hnu. arud metri g b pn!-mlulnk 3

e
ey RE IS s k. e show it It s possble 15 2022
i ove vurmmary quality by 2 model o optimize for humes
e

e collect 4 laege, h@-qun‘l ,-.um t of humas comparise ...h:
p and use

Paul F Christians Jan Lcike Tom B Brewn reall;
OpenAl DeepMind BottesbrownSgmall. con
paul€cpanai , com leiketgoogle. com

4, train [
" that del d fanctson to s
Miljan Martic Shane Legx Daio Amodel

e e thod 1o of the TLIDR duase of R
s hnet s iy et eaming. We pety ou meiod o3 versio f

=il com .com .com

A 2020

For wophisicated rmfomml leaming ll\.l..l\\'slfml 1o interact wsefully with

TAMER: Training an Agent Manually via
Evaluative Reinforcement

yboam

I ey ek, we
b(mnwmoflnumm'qnnm W(\hwllullh approach can cffectively

2017

BRE R X AR (text summarization)

Kpaper® 7 fZChatGPT

17

X AER4M (Text Summarization)
o ME—RYXEX  EXIEXENsummary (f84y)

Model

Semantics

L

Extraction-based summarization Abstraction-based summarization

Slide Credit: sRFth (BR=EMEILE) 18
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XA SwAnE 5l

Peter and Elizabeth took a taxi to attend the night party in the city.
While in the party, Elizabeth collapsed and was rushed to the hospital.

Peter and Elizabeth attend party city. | Elizabeth was hospitalized after
Elizabeth rushed hospital. | attending a party with Peter. .
Extraction-based summarization | . Abstraction-based summarization
Preferred
*Examples are extracted from: https://blog.floydhub.com/gentle-introduction-to-text-summatrization-in-machine-learning/ 19

RLHFRR X 2 E7 4R

{F£FARedditfy TL;DR summarization& i} & @ reddit

@ reddit ) Sewrch Recss 32 cotase @

Learning to summarize from human feedback

Nisan Stiennon”  Loag Ouyang”  Jeff Wo*  Daniel M. Ziegler”  Ryan Lowe”
Chelsea Voss® Alee Radford Diario Amodd Paul Christiano”
OpenAl

Tomcs

Women's World Cup... Hurricane Hilary

Abstract

As language models become mare powerful, training and evaluation are increas-

ingly botibenecked by the data and metrics used for o panticalar task. F«runmpﬂe.
summurization medels are often trained 1o predict human reference summaries and

s using ROUGE. but both of these mesrics are rough proxies for what we

really care about—sumamary quality. In this work, we show tha it s possible 1o -3 Croata a pot R
significantly imprave sammary qualify by training a model to optimize for haman e .
preferences. We cullect a large, high-quality dataset of human compagisans be- A ) y R . .
ween summaries, rain  model 0 predict he human-prefered summary, nd wse v & cresperotiogens D 5 thosnen
that model as.a d fi o fine-tuee & using reinforee- O sroen x LIS
ment leaming. Wenwlywuwlbndm wersion of the TL.DR dataset of Reddit BB Teurvision . R N .

ouming e 7yt o Kicthat o & e on of the T DI Clloel of 2ot T1vs. KT Rolstar | LGK 2023 Summer Playoffs - Lowar Bracket Final | Post o=

Match Discussion L5032 63 mar

i

e D o1, shae
O

o EHiR¥t—fpsummaryl MEHTS ) BREZZEATEFE > THEHEFTS) ERASE
o ERRLHFRIMNE * BB55 A N1 AR ¥ ReddittYsummariesff{tB T 2

20
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RLHF#{alUeEEHuman Feedback : X ZAEF 4k 2 {51

Reddit Post
HEE7 55

Subreddit: Jrfrelationships T &HR

2R H(22EB)MAIEQRLER)RIE=F » RERHFT HEIRT -

Title: Me [22 M] with my ex [21 F] 3 years. Exotic trip planned by my parents. She purchased her own flight and still hasn't

cancelled.
2l R T > EZAIfE—#E=
So my ex finished our relationship 2 months ago, we were together for three years. UTBEIREIA - EEles T

So the "issue" is as follows: EERERT

TE) @%!%@EJHU?HFTEJ]T ﬁﬁ%%?ﬁ@ﬁﬂ_._m

Eﬁﬁ Hﬂﬁ‘,éﬁﬁ by my famlly} She

fin ﬁﬂaﬁ =2 AR Hﬂh )

Human feedback 6B model

Human-written reference TL;DR

Note: Ok 'Family is planning expensive trip Note: Ok in june isn't mentioned
with her' is out of place in the sentence.
Sample 1 Sample 2

Ex who broke up with me months ago bought her own flight
and still hasn't cancelled it. Family is planning expensive trip
with her. Should | say something or just let her deal with

financial hit of not doing anything?

Ex bought flight ticket for my family's trip on her own. She
hasn't cancelled it for the trip in June. We broke up 2 months
ago, should | say something to her?

(RBEM—{summaryEBLTFES ?

*Samples are extracted from: https://openaipublic.blob.core.windows.net/summarize-from-feedback/website/index.htmi#/ Slide Credit: 58 F#h 21

RLHF : il|sF—{EReward Predictor® & Human Feedback
H—) KEDHER

B1Z : il|%kreward predictor{EEAE

Sample 1

Ex who broke up with me months ago bought her own flight
and still hasn't cancelled it. Family is planning expensive trip
with her. Should | say something or just let her deal with
financial hit of not doing anything?

Sample 2

Ex bought flight ticket for my family's trip on her own. She
hasn't cancelled it for the trip in June. We broke up 2 months
ago, should | say something to her?

—
—
—

17/

rll‘\ *u-ﬁ

e

W

Reward predictor

7

N

— 2B = +10

Fsample 2B sample 1
B % 132 KRR 1Z 1

— #1312 = +20

22



(EFFARLHFEY{BEL

o TLAEChatGPTE B SIS

o TIUFEChatGPTEYE ALERYEEER (FIiFMalignment issue)

Main Takeaway of Part 1

o ChatGPTRE—EARESIER » IR LHMIHEER ABRBNS(LEE

o [FIEChatGPTRIZE HiEL"context”{R1ERE » M BREE HEAAREERRZANXA

36
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Part 2: How to Leverage LLMs for Research?

(EFAChatGPTIAIAZE ?

¥12ChatGPT 1 LLMs E RV ={EE &t

Q1. ChatGPTHFE 2 A 4J2& (Hallucination)

Q2. ChatGPTAEEHIEEE S (absence of reasoning)

Q3. I RZEAROENSERAISHEER - SRAWBENER

26
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ChatGPTH £ & DML S5

H#IAGPT-352—EIFS LGRS HA  BEDATSHRFLEMNRRTERA U8 0 O U
ChatGPTRISEE DA — Lo REHsE ¢

1 BEER - GPT-A5AAERIRMA LREBRIER - EREGLUSMAMEELRE - 5
EERISFHMRRRERER -

2. Bf% : ZELEEELRERSHEERETEFNFRENES -

3 WELETX : GPT-35AR TSR L T - SR EIEEIEEETI A KL

4. BH : ZEZFNTESEEREEETEE  BHREREMEES -

5.

MR AERIOBE | PMEOREARTEELEEE - HENSENEATELERTR HEChatGPTE S thA1E
HER -
b
6 ERMMERAREMMER | GPT-350 EBE MRS BERE L FERNEE - weaknesses AL &

=

FEAFERRNEE : ZERTHTAERLMGERR - BRIFSERANS - BIEERM

HeHERENAEERE —EMEE -

RRAEE : ZEEAESBRTE - RUEAERMFERNERES -

EMRELAIEETE L  MGPT-35F LU EZ AT - BESERAERHRES

=75 A= A E TP nT A S AT R -

0. EAIEERSEEF RN : ERFEEMOEHP - GPT-3 5 AE BB ERIERE
{EER L F7Ea R RS -

1. SREEIEMETAVIET © MRIBTEERT - GPT-35F] A B —EARHNSXFRE - 1

RUHAFEEARNES -

o m

FEALHI ML ERIRGPT-3 50 B B - REEMSMAIFERFREESR - FRIEEREE HH
HETAFERN - @EZREENAEZAR  EETTREHTREN  BESERELR
M EREELRR -

Q1. ChatGPTHY4]& 2
e ChatGPTRIAE HiBiEB|E{BEEET LTI

[ e R

HEMBL AR TESE  REEUASTRENSRER TSRS - - =
NSRRI TEPO LT - ROTRAEEATES - BN  SEER P
% BRSY  SREHSERETNSENASASEA  bELADRETNeE LR EFITFENS ©
ETABNFHRML -

WREEA TRERHOREINRY  CERBSY ARSE RCSTSSEAER (B EIRIFIRANChatGPT
ABAR - AR REEZEAEEAES R - BEiR#n - HeetmiEs - kot - Z e +

: . BAEREXIER/ DV EHELE)
WMERTIFE AT EANEEREENEERENER - MR T E RS TE
ZHIE -

| 2R 2T AT R EIR T REIZER R » S G EFIEEE Fellow « ACM Fellow - AAAI
FelowZ AN Z AERESENSE - I (b2 ESESEFRHEEHES2 AR
ARSI - EEEEA TERENERLEZ— -

38



Q1: ChatGPTHV4]E ?
ELLM FE sz EEER

e JE/NChatGPTHY4]E :

#¥ WolframAlpha

| Enter what you want to calecufate or knaw about

@

Mathematics 2 & Technology

§2) stop by-seep salimons M| units g Messures g Peapis

e Elemnentary Math By Fhvics @ At & Media
1 T i
2] algetira atws & Time

x gebira 8, Chemist i oates & Timm
o, . £ . : e -

#1= Platting & Graphics Qj Enginesring heh Words & Linguistics

WolframAlphafJ{2{#ChatGPTE A H£
HEFEXHHEEHENES

Q2. ChatGPT’siEIRAE

—ER AT B R TG F EIHIEEED

(Cont.)

What is the integral of x~2 cos(2x)?

a)|
i Used Welfram v
The integral of z* cos(2z) with respect ta x is:
x cos(2x) [—1 + 211} sin(2.x)
Everyday Life ot O
2 4
& personal Hestn where C is the constant of integration.
S5 personal Finance
E Tell me about livestock populations in Turkey
i' Surprses
5 entortainmant

Used Wolfram ot

Here are the estimated livestock populations in Turkey as of 2020:

* Cattle: 18 million

* Chickens: 379 million
* Goats: 12 million

* Pigs: 990

* Sheep: 42.1 million
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H?
Q: FEERBAAE A —4iD M EIETE L
Prompt: Get your sofa onto the roof of your house. 1&5&@#‘]*%%"'_112?&%&”1%]%&

GPT-3 response: I would start by getting a very strong ladder and a very strong friend...

DISSOCIATING LANGUAGE AND THOUGHT IN
LARGE LANGUAGE MODELS: A COGNITIVE PERSPECTIVE

(goodness: 3.6 out of 7)
Human response: You may need to rent a Genie lift large enough to carry the sofa. You will need

A PREPRINT

Kyle Mahowald*
The University of Texas at Austin
mahowald@ utexas.edu

Anna A, Ivanova®
Massachuseits Instinute of Technology
annaivEmitedu

Idan A. Blank
University of California Los Angeles
ibkank @ paych.uclaedu

Nancy Kanwisher
Instiite of Tech
ngk@mitedu

.

Joshua B. Tenenbaum
h Institute of Technal
@ mit.edu

Evelina Fedorenko
s Tstitute of Te
evelina®@mitedy

M. h

3

in no more than 3 sentences

smaller, manageable pieces. Carry these pieces to the roof one at a time, using the stairs or

any interior access points available. R

securely connected.

Q:

at least one other person... (goodness: 4.8 out of 7) n
WA ES+— AR

sEAEAIAMEREF - Bl EERTMR—ANERAEEL

Prompt: Get your sofa onto the roof of your house, without using a pulley, a ladder, a crane...

GPT-3 response: Cut the bottom of the sofa so that it would fit through the window...break the
windows to make room for the sofa. (goodness: 2.7 out of 7)

Human response: I will build a large wooden ramp...on the side of my house with platforms every

5 feet... (goodness: 3.0 outof 7) ; | gﬁﬂ’]r‘ﬁ . ﬁ \
uh F 1 iEs t.'.~ 3B s 17
R ENANKENE. L0 AR ERRAE

Explain how to get a sofa onto the roof of a house without using a pulley, a ladder, or a crane,

1530 8% 93 AR R RT LAREN RS\ ER (412

To get a sofa onto the roof without a pulley, ladder, or crane, disassemble the sofa into

« ChatGPTHIEIZIRGPTIERIEFE M
o BIMNATEINGRERPIIRIRE » LLMAEZR
AERIF It Mt E B EE AR

Paper URL: https://arxiv.org/abs/2301.06627 30

nble the sofa on the roof, ensuring all parts are

39



Q3. HMRZEAMLENSERISEER - BAKBEIE?

AR T

~

\

BEEEBENL > (BChatGPTH LAGHBEN 4 T A I IS BEER !

{FFAChatGPTi# A Promptshy—LEi@ A=

1.

2.

3.

4.

Afc - A2 - Al (EiiEE « L FIRHEES > RIEHBAER)
{EERZERS (R—(EEHRERE - FEVIRZE/\ERE)
ChatGPTERA—1#% » #RAERE T+ HEEE

Sl A RIERENERS

ERChatGPTZ T 3% - iv R ERER B R AR

40
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1. {EFAChatGPTiR 24815 REH

ChatGPTE AL Z BB BEET » oJIUAEBIIAFRE Mbrainstorming

o [RHI : ft45context (EChatGPTIRFIRENE R) - BREIRRE

A.E_\_

(Recall: &S #E B ATtransformerZ2ig)

o FIEMIE -
= 1. FA1 - 20N B REMRAENE SR
= 2. BRH1~29:E R HRENEENES

33

Case Study: It EIZEERIAEEETE (1/4)

[BR—MRRASHNEREES - RRRBOEERNAEHASEOREEN | 1. 54 context (MBIRME L
|BRATSBRITRBEABORR AT ARENARNRAEREOBERETIE - | famEss
|ERBAARE BB BRI REAIHE - ?

(Bt > BE AR ET A S R AR
%5 > WSS TATTAEORRISIE B IRV -

A TR SR E B R 2. BRI ARERRTEIEX)

Ha SEREA THEHFEEESEANSRT2AT - N TEEGETANE SRR 4 BIRERASTTE
% BATRIFNEEREA TR - THIASHREEEREETHE - LR * B - U —ERANTE - AR ARICERNONR AL - it FERIURRAE
EE®EEE: SSBE SERIBNIE - A RE(EEE - ATHHOE  TIRANREFNSE]
BE<

| AR R B R © IR IREBEEIINER - SR B ST R R S A T E -
* BRI —ERERE - fIEEAESRENP RS S BRI SR AENARS 5. EREESEEENE
- RS E AL EHERRERT - EEZATURBFATE 3 BEE - 1 < B : B —EEAEREEETREREAERREY  EDFREEEEERTEE
AF RETBLIERER - SRR EHTER - BEEARFILURHSGIEE - SRBE S -
< 178 ETRAEMER WIS R - RS - < IR ETRAEMESR - R E T ME S EE AR 1EE -

0. EEESZRIEMEA ¢
< I R ARSI S BRSNS HEE AT EET RS =R BELRBOIMESABHRENHANE  TAEEREBEHFBRALHER - FEMSEN
RUESEEENEE - SEE AR . EES A 04/ TRt - HENBEEER - EERELER - GrSERESFREESEANETEE - 1 -FEREH
- 17 MESERRFEAET RN - S B AT S R - FEEELTR » MRS RORITESAM R R -

3 BBFXEIA

3098 : IR — AR TR  EPEAESRERSE B RED AR AR - -
e R R S T atEXESEERERE - AMLEREHART?

B WSS - BEATRTRETH - ROUSHEE R R -
- B RETRANRAEE  ORE  TRE IR R ER - A2 EERRN 2
34
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Case Study: A ‘liﬁﬁﬂ’lﬂﬁ ‘5""",L.\ (2/4)

Refiii s HB TEE (2R

s LIDANNER S TOE i s E—
|RER (RAE BRI R AR o RE |

§@ﬁ1m@
BB ARESRRNLP) ISR BIG O TR RLORRRR - 1R

EﬁﬁMYﬁ&zﬁm%m%o

(TR sEAE S BRI R A B A A RE T E A
b MEAE RN R R 1R 2

;TFEﬂnEEm_’%I%J_EE MRFREREBCERER > EMRHSERE

. I:I i —E MR R BB AR TEFOEBNT - ATE—ErT SR -
FTHENTE— S BIRERARES -

HEH : BROWHEE

* BEERRFERBIEER - FIHRE - MEHARAR -
¢ @ EEAPEEREE  EELOINENAFBE -
* SIE—ERENE - BERE - BMELERTX -

HEE2 BRI ETIRE

© WEMEEEZEADASCRERE - SIFEE - 0T - BiTES -
¢ BES| BB - MRS AEESIRE - ERAREE RN -

83 ¢ MR

* EHSENEAESER (NLP) Ss28 TRIESR - FMPythonEINLTK - spaCyFl
Scikit-Learn =

© RisRERSE - QIEAFRE - ER31E - NPEEMBERZNMHE -

2. S EPRTERIMETE

| Sma: MERM

* e S RERE - 18R GE S E ERA IR\ B AAER - RERGEEAD
. OREE® -

[ IRERFRIE - BRBUERGIERETIASEER -
S5 : EEARR

* IR AEAEA AR ST RREME - RS RER -
* WERKIEE - FIIIMAZES S - XHEXLRE -

#86 1 LMHEE

* ERAMEITREAISEMAEAERAER - EX LBARTS -
* BIEEEE - BAESEETERREAHEE - RHEIRISE -

HEET ¢ BEIEFlAEE

* FHEERRMIET o BERRETEERF 8 -
© EHBEHAR - MRBNARBEHGER -

TEEESEP  BRAH —ERMENE  OEESESEFRAS  SRMHSE - RERE
HFAFIEREAE - HESEREREBEE - [0 - FHEERSHMARLRER é)s
BRREHEREERR  WE—FATSAGEE B BAEARES -

Case Study: It EZEEERIAE L8 (3/4)

RN fEEERTE @

= —

FEFNARECE AIRRMHSEEN SRR e BB Rk Ey ?
E%M—ﬂﬁlﬁ%’&é—i% B4 PR RVRA IR R AERUARR G R -

CBENER - ERNEE &

HERER | ERIR EMIRHE MERERERBEB RS BRI
MatE] %Z?FHSZ%*DMIE AEENFE - AN RE

BEBKRDH

EifE MESESUREREEER & GRS EERN ToEERANRE - URIEMARR

hE:

&

1. B R AR
© M RMRENREER - AEFBATEYE - 52 - SHEATEAS B - TTEEER
REEmEEE -
* RERAE  BIUEMAMIREETRE  (FHESE T RREREE R - RIS
R LI R— R - MNERY - EEE(FHEIREAE - MEEEE LSS -
2. NLPHERI AT BEHERE
- B#: BEAESEIE (NLP) SAMMAETAES SR SiEES - SRIEEMEmE0E:
T HE B LU R B R P AU SRSK -
CBERAE  BEUGENLPEE  ETHEITNEEAOME - LIRS
B DEESTEMNLPEA S 2 MARLE -
3. AFEHLABIE R HER -
c Bl AEREEEAFENAREELSHMES - ATHES | BET RS/ -
* BRAR  BTRENSRELEE - ERANENL2mNRH - ER{ LRSI
EXRENER - #TL2ET BEARNMREESAEERR -

1E6E - MR MEIE LR

RUL

42

4. PSRN -
© B - AR AR ERMAEEM AL  FIEEF—ENS2 TR -
* BRAR  RUCERMNASIE - SIESRERNEFIENETE - BUKERE - #
BOSESTEEE - LUIEEASMER -
5. FEiTREHER
* B TR E - TR RAEER L RATINLPIIM SR EEE -
* BRAAR Bl —EfESRAMEEATE RTINS - EHERARUES R
FTAITHAE - EBERFRFSF - 2RANENDE - RISEHELA® -

BRSNS LM ER TEAOMINRAMERN) S RIESEE
A ETNRER AR RIS RFNE AR - MR ASWAEN P ENRR -
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Case Study: (it EIZEERIAEEETE (4/4)

BERES A NERRE - BIFERFEIEZTAIEE @

BE—UMAERENESEES - BREEBNZEER N IERASFNERMNEENRAT
BERIR B A BN R ELEERRMIATUAR KB ZENEERMHZIE -
BEBRARAEERE AN RNAERRRLHAR -

FE - AR LREFMIBBNIRMHSMEGS S S @M A TE SR eriE SERT - mESE
LA AR IR TE ST » WS TR0 AERARTSIA B IR (R 4BATERAE -

oo cor N . 4. MEEEFREEA
2 HERANALESRNEEEESERETER T2 - UTR2SEES R EER

FralsEss e AR

AN TS R B R R » BB SR AR - * RFEEREA SR EHEA SR - SENDMREEEZEARRIKZIFRMENER -
- HE2E AR R IRR ARG B £ S MINEE - TLIEIEWR LM « RIBGEE - HE
R BERRE RIS B HRT -
© BMME  BEEBEBESSBNEMEERERT  BESOFRENFRSHIS 5 BERIEME) :
s EEEACATREE - ©oRTReOEEDE - RSB TR RHRE - RRESEIAA : EIARREETI B B AES £ A - METTRAEM SRR - EULAERE
S T o [ et SERE - SHH03I B EE ARSI R RRREES - 15} TR
et ESTRARERE - NEFRE B ERTRE R PARAR -

- IRFSERAA (SR BMAESRETMESY - EIRRENE R SRR ARY - B
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3. ERIRRSIFEE
* BRFEERED : ER—(EENERENFHOMRE - BARERMARSENLF - EEEBAES

ié“_—bﬁﬁﬁﬁﬁigﬂiﬁﬂ*ﬂ)\lg5132%)!5}5@)*/‘@%”%5&1& BERIESARENHENFAR
H - ERE R T EEEE - EREE ELREHRESENRINERTER - EE
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WA ERAE - BETREAERAEE - SnEn - siEsnsres . 0 Q: WBEEESEEAERE ELBE MElF 15?2
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o FEMA -
= 1. 5cF1~2RpromptsE I ZF 1} EINESEE L
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ﬁChatGPTMn"”rSzﬁ} BEEE

mEE — AWeb of Science&{5l (1/4)

1. e BAFIER R R (ERRE2E

Portfolio Management With Risk Control.”

Web of Science.

Consider the research question “Reinforcement Learning Algorithms for

Please provide a search algorithm that could retrieve relevant papers from

RBAFZRERBRNRBESEE)

2. BEiE5EChatGPTIRIAES KA

To retrieve relevant papers on the research question "Reinforcement Learning Algorithms
for Portfolic Management With Risk Control" from Web of Science, you can use a systematic
search strategy. Here's a step-by-step approach to help you conduct your search:

1. Define Keywords and Synonyms:

* Start by identifying keywords and synonyms related to your research question. In this case,
the main concepts are "Reinforcement Learning," "Portfolio Management," and "Risk

Control." You may also want to include variations like "RL," "Investment Portfolio," and "Risk
Management."

2. Use Boolean Operators:

* Combine your keywords using Boolean operators (AND, OR, NOT) to create search strings.
For example:

* "Reinforcement Learning" AND "Portfolio Management" AND "Risk Control"

4. Refine Your Search:

* You may receive a large number of results initially. To refine your search, consider adding
more specific keywords or narrowing down your search by publication date (if necessary).
* You can also use Boolean operators to exclude irrelevant terms. For example:
* "Reinforcement Learning" AND "Portfolio Manhagement" AND "Risk Control" NOT "Deep
Learning"

5. Filter by Document Type and Publication Date:
* Depending on your research requirements, you can filter results by document type (e.g.,
research articles, conference papers) and publication date te focus on the most relevant
publications.

6. Review and Select Relevant Papers:

* Go through the search results and carefully review the titles, abstracts, and keywords to
identify papers that align with your research question.

* Pay attention to the methodology, results, and conclusions mentioned in the abstracts. 40
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Step 1 : &ER:HESEE L — LAWeb of Science &l (2/4)
ERME A B ENRE

As an experienced librarian specializing in literature review and information retrieval from 1. L& HChatGPTEAE
bibliographic databases (e.g., Web of Science), your task is to develop a comprehensive,
accurate, and tailored search algorithm for identifying and retrieving relevant articles from
Web of Science.

2. S RAEI BERY D BR

To create a search algorithm that accurately reflects the research question, please follow

these steps:

1. Break down research question into 2 or more key concepts

2. For each concept, identify closely related keywords

3. Use the Boolean operator “OR” to combine the keywords

4. Finally, use the Boolean operators “AND” to combine the keywords across various 3. B EEMNERE
concepts

For example, focus on the research question “Reinforcement Learning Algorithms for Portfolio

Management With Risk Control.”

First, identify the three key concepts: Reinforcement Learning Algorithms, Portfolio

Management, and Risk Control. 4. BEEES|EChatGPTES LS

Next, develop closely related keywords for each concept.

Relevant keywords on Portfolio Management could be “investment”, “stock market”, “futures”,

“foreign exchange”, and “cryptocurrency.”

Finally, please use “OR” to combine the keywords for each concept, and then use “AND” to Reference: Supercharge Your Research
combine the different concepts. Productivity with ChatGPT: A Practical Guide
(by Ruopeng An)

Step 1 : FEssTHESEEEE — LAWeb of Science& {5l (3/4)

Certainly, | can help you develop a comprehensive search algorithm for the research Combining Keywords for Each Concept Using "OR":
question "Reinforcement Learning Algorithms for Portfolio Management With Risk Control"
using the steps you provided. Let's break it down: * (Reinforcement learning) OR ("Deep Q-learning") OR ("Policy gradient methods") OR
("SARSA") OR ("Q-learning") OR ("Reinforcement learning in finance") OR ("Algorithmic
Key Concepts: trading with reinforcement learning")
1 Retoreament L aaring BIsanhm 2. Portfolio Management: * ("Portfolio optimization") OR ("Asset allocation") OR ("Portfolio construction”) OR ("Portfolio

rebalancing”) OR ("Investment strategy") OR ("Diversification") OR ("Portfolio performance")
Portfolio Management

i S * *Portfolio optimization® * ("Risk management”) OR ("Risk assessment") OR ("Risk mitigation") OR ("Risk modeling")
* "Assetallocation” OR ("Risk-adjusted returns”) OR ("Volatility control") OR ("Drawdown management")
Keywords for Each Concept: * *Portfolio construction®
* "Portfolio rebalancing” Combining Concepts Using "AND":
1. Reinforcement Learning Algorithms: * "Investment strategy”
* *Diversification” * (Reinforcement learning OR "Deep Q-learning" OR "Policy gradient methods" OR SARSA OR
iReinforcementieaming: * "Portfolio performance® "Q-learning” OR "Reinforcement learning in finance" OR "Algorithmic trading with
* "Deep Q-learning” reinforcement learning”) AND
* "Policy gradient methods" S R L ahtnx ("Portfolio optimization” OR "Asset allocation" OR "Portfolio construction” OR "Portfolio
* "SARSA" * *Risk management® rebalancing” OR "Investment strategy" OR Diversification OR "Portfolic performance"} AND
& leamings < Spak Aadedamant® ("Risk management” OR "Risk assessment" OR "Risk mitigation" OR "Risk modeling" OR
el * "Risk mitigation” “Risk-adjusted returns” OR "Volatility control" OR "Drawdown management")

* "Algorithmic trading with reinforcement learning" = .
* "Risk modeling"

"Risk-adjusted returns"
* "Volatility control"

"Drawdown management"
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Step 1 : &ER:HESEEE — LAWeb of Science &4l (4/4)

Web of Science” Search Signn m

e FlChatGPTig{##search algorithmBE El107E Xk

i 10 results from Web of Science Core Collection for:

| Analyze Results ] Citation Report ] # Create Alert |

o, [Reinforcement learning OR "Deep Q-learning” OR "Policy gradient methods™ OR SARSA OR "Q-learning" OR "Reinforcement learning in finance™ OR "Algarithmie trading with reinfarce. .. Search

i (F) Add Keywords Quick add keywords: {4+ PORTFOLO O N4 LEARMING 3
Publications You may also like... 3 Copy query link

Refine results

Dw'm| Add ToMarked List | | Export + ] Sorthy:Relevance * ¢ 1 ofl 3
Search wit ul Q
1 Dynamic portfolio rebalancing through reinforcement learning 6
Quick Filters BT e ks i
[ @ open Access 2 PUTING R APPLICETIONS 3410, pp.7L1S-7L09 48
[ = Eneiched Cited Refarences 3 s
Partlolio managements in financial markets ivalve risk srategies. : < response dual trading behaviours. Optimal
g havi 5 manimal rigk with highest seeamasnying imsastmant raturns, regarelens of madet condtisne This papar iaeuten
Publication Years (i - an providing an altemative view in marimising portfolio retums using Reinforcement Learming (ALY . Show more
0 20: SRR Eros Fy Related records *
[ 2022 2
Oaon
O 2020 1 02 Doesreinfercement learning cutperform deep learning and traditional portfolio optimization madels in frontier and
] a9 1 developed financial markets?
Seealin

RESEARCH IN INTERNATIONAL BLISINESS AND FINANCE &5 Relprnncas %

Step 2 : BEFIENEL (1/2)

| am doing a systematic review and have retrieved multiple peer-reviewed papers
from Web of Science.

Please assist me in screening the title and abstract of papers based on my 1. e EXChatGPT{EFS A
research question and eligibility criteria.

2. IS R RE

Eligibility Criteria: (1) Study type: With theoretical results (2) Article type: original
peer-reviewed journal publications

3. B R RSRVER IR A

Title: Dynamic portfolio rebalancing through reinforcement learning

Abstract: Portfolio managements in financial markets involve risk management 4. 1R {H5E4MATtItle, abstractE
strategies and opportunistic responses to individual trading behaviors...

I, Ha H f?
What'’s your decision and explanation? 5. 487 ELEEHY RS BB RN E ]

Reference: Supercharge Your Research Productivity with ChatGPT: A Practical Guide (by Ruopeng An) 44
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Step 2 : BERIESCEL (2/2)

Based on your research question and eligibility criteria, let's evaluate the provided paper's Decision: Provisionally include this paper for full-text review, but during the full-text review,
title and abstract: verify if it is indeed a peer-reviewed journal publication.
Title: "Dynamic portfolio rebalancing through reinforcement learning” Remember that the final decision should be made after a thorough examination of the full

paper, as sometimes abstracts may not provide all the necessary information about a

Abstract Evaluation: paper's publication type or quality.

1. Study Type: The abstract mentions that the paper explores the performance of different

methods for portfolio rebalancing using reinforcement learning. This suggests that itis a

theoretical study, which aligns with your eligibility criteria for studies with theoretical E% = E jt;F@ = EE;ﬁ,.\n % 15 ChatG PT
results. PR N
ANRBBBE (Why?)

2. Article Type: The title indicates that this is a paper on portfolio management using
reinforcement learning, which is a suitable topic for your research. However, we need to
further evaluate the abstract to ensure it's a peer-reviewed journal publication.

. BB Al: SE 0
Based on the information provided in the abstract, it seems that this paper meets both your Q' yu ﬁ Ek TRe= ¢

Q: IRATEREMELAEERNE ?

eligibility criteria:

* Study Type: The paper discusses theoretical results related to portfolio rebalancing
through reinforcement learning.

* Article Type: While the abstract doesn't explicitly state that it's from a peer-reviewed
journal, it appears to be written in a formal and technical style, which is typical of scholarly
articles. However, to be certain, you should check the full paper for information regarding its

publication status and the journal it was published in.

45

3. {EHChatGPT2R il paperiZ % (1/8)

WNZA5E R B BT AER 5 CSRER AT S EATIAR R L (EFChatGPTR B E £ paperR A
EEZD : ICML 2023 (#Z3 2 B AR EENMHEEZ )

Clarification on Large Language Model Policy LLM
We (Program Chairs) have included the following statement in the Call for Papers for ICML represented by 2023:

Papers that include text generated from a large-scale language model (LLM) such as ChatGPT are prohibited unless the
produced text is presented as a part of the paper’s experimental analysis. = | S FALLMR E IS e

This statement has raised a number of questions from potential authors and led some to proactively reach out to us. We

appreciate your feedback and comments and would like to clarify further the intention behind this statement and how we plan to

implement this policy for ICML 2023.

TLDR; ERFEARFRENEMNEZR

* The Large Language Model (LLM) policy for ICML 2023 prohibits text produced entirely by LLMs (i.e., “generated”). This does
not prohibit authors from using LLMs for editing or polishing author-written text.

» The LLM policy is largely predicated on the principle of being conservative with respect to guarding against potential issues of
using LLMs, including plagiarism.

» The LLM policy applies to ICML 2023. We expect this policy may evolve in future conferences as we understand LLMs and
their impacts on scientific publishing better.

Reference: https://icml.cc/Conferences/2023/lim-policy 46
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3. (EHChatGPT & paperiE T (2/8)

—EEALE -

o {EAChatGPTRXE A RESRIERIRIXF

o RAEEDEEESHChatGPTHjump-starti® =82 > tbflintroductionflabstract
o HChatGPTREBEEALFISIBREEFLRE

e FChatGPTREICHIE-EIFEEHA

47

3. {EAHChatGPT2R il paperiZ % (3/8)
—{EHACA B A R EE R ¢

You are tasked to polish the following paragraph, which is part of the introduction of a research paper on imitation learning.
This paragraph was written by a non-native graduate student.
Please polish it by reducing redundant words and correcting the grammatical errors, with marginal change to the original proposition.

EAEREY ChatGPTEEHRE -

Imitation learning is a method of machine learning that aims to learn to| |IMitation learning, a machine learning approach, enhances task
perform specific tasks better by observing the behavior of humans or | |Performance by observing human or intelligent agent behavior.

other intelligent agents. Typically applied to well-defined tasks, this method has found

This method is usually used to solve tasks that are easy to define and | |e€xtensive use in diverse domains such as self-driving cars, robot
implement. In recent years, imitation learning has been widely applied control, game intelligence, and smart healthcare, among others. It has
in various applications, such as self-driving cars, robot control, game | |evolved into a pivotal research direction, yielding significant

intelligence, smart healthcare and more fields. It has become an advancements.

important research direction and has made significant progresses. Behavior Cloning, as proposed by Bain and Sammut (1995) and later
Behavior Cloning (Bain and Sammut [1995], Torabi et al. [2018]) is a refined by Torabi et al. (2018), involves learning directly from expert
method of learning directly from expert behavior. behavior.

The main idea is to convert expert behavior into a set of state-action The core concept entails converting expert behavior into a collection
pairs, and use this data to train a supervised learning model. of sta}te-action pairs, which is then used for training a supervised
Data-set Aggregation (Dagger, Ross et al. [2011]) is a method that learning model.

further optimizes Behavior Cloning through interactive training and Data-set Aggregation, introduced by Dagger (Ross et al., 2011),

data collection. optimizes Behavior Cloning through interactive training and data

Experts modify the predictions of the existing model, and add the collection.

modified data into the original data-set for retraining. We can gradually | [Experts refine model predictions and incorporate this modified data
improve the model’s policies with the repeated processes. into the original dataset for retraining. This iterative process 44

progressively enhances the model's policies.
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3. {(EFAChatGPTK i paperiE = (4/8)

o &§ChatGPTZE &introduction & B %%
o ERMUE | SIRTILERER > BRREET

AN RER RN M2 BRMANINMESEL NINEX  XEFTEEUTXEERR - IEFT 81744k -
Baes

1. BB S EEEEEMSMEE —AHkE

2. THAChatGPTRINEAENR AR EENECE B RGE B RN B AESHE

3. MBEM AFEREERYFR{EEEE (Reinforcement Learning with human feedback)FIE A RIE

4. R RAENAERENRIEZ BEEEAhuman labelersiB 1L =&

5. MIAENR ABRENEEBBERRAIENEZER

49
Y ==
S ANSE BE (5/
3. {EAHChatGPTZR i paperiE = (5/8
12 ¢ (LR B S S R 3 ERABERNELERE ZRIHENEERE
ERABRENA(SEES T EEE BRI SENTE - AN S KBRS R ERE -
EREATLEZESE  EEHENIS 2 TRERNENES - AR EEREY {EAAEIRENSE S|4 - ETH  BTHERE  SRERESERNYTE  8H

BRSNS TREEAMNBMESEELEY - MBS SRNERNRK - 18 - AR
B T —IRE AN - ChatGPTRINHABER ABRBNEESE - TS ARENEMR
EERIEEES - (EER S HRELRESI B IT MR MR A P A -

ANERAEAGREHEE S B - DIBGEE AL -
4. JETERSEE : B8 human labelers

RENARRBHECRBEREEXRES - (BEWEAENTRT —Loiki - Hbh—Ex

g & NMEEMsz) ERAKR TR WA BISHE RIRMEE  BTHEEEARNA DB - 15 o EEEN
—ELF - ESHREEERIE S — R AN  ERERELE | 155 - SANEM EBIERF— BRI ATAERS B VBB EAE - 12 M EESMY T BERS 2R
HAMENEES - SENEELEAFHNAHEL 2 ABE—HEamANSE S5 FRBAAR
TS B SHAMAES - ER RSN RS NMEERRIIMES R  ERREEF 2 HiERS - BES

2. ERARRREBECR BN SEAILARR S B EIERE - $ERE A  AUREE RS S AMERESA 5

THA » ChatGPTRIREZSIA T —ERAVIIRT & « BDERABRREAS(E2E - ERAER MRBABKTFEBENNATEERS -
(EEREAES S TREGE - EENRAREN A BRERIESERD - E—SREHAESER

AR - . o 18 . BN ABRIRNSEAERET —(E31 A BN B2
AEERRLLTS AR S ROESS RAE A ZES - BEEGTE—ENE - BEESEARRIESAE
WAORIAERE -

ChatGPTEEMA R B BIEMN A NEE B M ENXE
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3. (EAChatGPTH EpaperiE = (6/8)

MNBEARLSTEMEEIRT ? (RO BRER—BER e tEBRMERIISESER ) W3
VERNRIREERZES » EEFE(EEBET
BB BRATARIISESBEINE : SRR AR

I=R=

BEATSBEENTETEE - BSEAEERRTEABSRENXOTRZ — - HP » BB ERNEEREZER
PREIBRGE SRR - KHE—FIHRTEANRE < BC2BR—RBHB2BLE - BEEHABRBNAN > BHREELR
BV R NISE R IR S A - B IAhIFEEAINESEEEIAR o

SRR BN —ERREH S CANRERREER BRI - EESHEENBIRT > ERRERETURBE RN
[FEESHEMNEENEERAEREACHEL  MERESENESER - SRR NENN—EES2 B BT HET
[ BBREMEE B SRR BIBAES -

EEABERBRMIIGESEEE > BEERI—ERER > HPES—EEAEFTEHITIES - FINES LR
R REEEALN—RINESHL  AERE—EAFLERNERRBAITLELHLNES - BERRBNERER
| BREEERNEAR  AENESGE - BATERERENZEH - FESACESHER  REENENRSEESEMN

=
i |HE

BB BRIMARIIGRE S EENERENERNRESRUENER N B AESEE > L EENERBRINREHEEE
BIFMRELR - BREAECEENSENE BBRELER - HEERNESERFRENE THEENMR - TEERR
IHEEHIESRENERE » (CEEMERNEREY -

B2 REBRBRMAIRESREER T ZMNATAEN - (EHANEFIEEEAESERNENNTS - BRABER
A8 = BRI RIFAIAR IR S R AR E ZRVRIFTNZRE -

3. {EHChatGPT2R il paperiZ % (7/8)
Ac&ChatGPTRE4E B B IRIFAIERE
o EFMUE : RIE—EBRBAVE WRE) - BRIAEINRERSETER

—ERIHRBIRERS - F—HRIER
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Please come up with 3 possible titles for the following abstract. The fitles need to be very eye-caiching.

Abstract: Domain randomization (DR) is widely used in reinforcement learning (RL) to bridge the gap between simulation and reality by
maximizing its average returns under the perturbation of environmental parameters. However, even the most complex simulators cannot
capture all details in reality due to finite domain parameters and simplified physical models....

1. "Revolutionizing Reinforcement Learning: Unshackling Simulations with Adversarial State 3= = —{ARLZE a5 SR 75 ol
Perturbation”
2. "Breaking Bounds in RL: A Game-Changing Approach to Domain Randomization” EE—Eeh e e A BEpO R3S
3. "Unleashing RL's Potential: The Adversarial State Perturbation Paradigm”
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3. {EFHChatGPT Il paperi%E (8/8)

—EAHARTRR R E RS - BHEEES

Please come up with 3 possible titles for the following abstract. The titles need to be very eye-catching.

Abstract: Domain randomization (DR) is widely used in reinforcement learning (RL) to bridge the gap between simulation and reality by
maximizing its average returns under the perturbation of environmental parameters. However, even the most complex simulators cannot
capture all details in reality due to finite domain parameters and simplified physical models....

1. "Advancing Reinforcement Learning: A Novel Approach to Domain Randomization"
"Beyond Simulations: Innovations in Bridging RL and Reality with Adversarial State §@$¢§E¢%|O|
Perturbation”
3. "Balancing Act in RL: Enhancing Domain Randomization with Relaxed State-Adversarial

Algorithms"

53

4. {FFChatGPT BN E BIeE (1/2)
—BEEERFNEERS - EE—EHEIEARZEMEERER

1 (Interpretation of Empirical Results) R1: /s improvement in performance due to Retrace ar NCAPO? In implemen-
ation, both NCAPO & Off-PAC use Retrace for off-policy policy evaluation, and their only difference lies in policy
nce, we: that in Fig, 1 comes from NCAPO, pot from Retrace.
« R2: n; 2 in Appendix E not complstely monotonic? Tig, 2 shows the probability of choosing the optimal action
(a*|a), which is not required to be monotonic, and we have checked that the expected reward =, is monotonic.

s
© RA: Why couldn't CAPO ouperform AZC in Asiris? Aseri 1 a ene <esvard v ronment which does not oquire
+  much exploration. On-policy algorithms like A2C can often address problems with dense rewards relatively well = N .
& (Robustness, Stochasticity, and Scalability) R1: When/Why should we use NCAPO? In addition to being useful in I=R1=) .
s offy puuny learning w/o m-p:mme sampling, CAPO does not require the exact magnitude of advantage and can be more
w or highly To illustrate this, we further evaluate NCAPO in MinAtar

" wnmmuymm(fma%ars:pa a large naise N (1, o) is injected). Figure (2) shows NCAPO is more robust against
12 reward noise, while PPO can barely leam when @ — 10. R3: Challenges of extension to stochastic actor-critic setting?

s The challenges are: (i) Quaniify the error bound of critic (¢f., [Khodadadian et al.,2021]), which can be comverted inlo _ a
farad =

1 a bound on probabiliy of haing incomrect sign of advantage (dubbed as “bad event”) via concentration inequalites. (if) Ste 1 = 9& ;F 9 =¥ Etm% F @ % =] E tng

= Rewrite the one-step difference (c.g.. Lemma 16 of Randomized-CAPO) under both pood and bad events. Given the p - B miim AT G 5

1w lack of prior work on CA for RL, this paper is meant to take a first step toward understanding CAPO. R1: NCAPO for

17 larger problems? NCAPO can surely handle larger problems like Atari (we use MinAtar in the paper for statistically
& conclusive results under mose seeds). Fig. (b) shows that NCAPO can also perform well in Pong of Atari

1 (Convergence and Algorithm) Ri: Discuss implicatians of the constants in comvergence raies. (i) The term _‘ + ~
@ inf>1 {7m (a*|3)}~ in the rae of PG arises from the Lojasiewicz and can be sensitive to the policy initializa- St 2 . || ) " E E ﬂ 4L

# tion (cf. Fig. 1(b}in [Mel et al., ICML 2020]). By contrast, the rate of CAPO does not involve such term and is less ep . % 1 =T oo

= sensitive to inifialization. (if) The term ||.£;‘]y|\i in PG also arises from the Eojasiewicz and is environment-dependent

due to g By contrast, the term minses{ (=)}~ in CAPO can be configured by the agent, and hence the constant of

the rate i less sensitive to the environment. RZ: Why can very large updates siill bring monotonic improvements and ( 2 )

lead to optimum? This can be explained by an argument similar to policy iteration (PT). Under PL, the new policy wm..1

is updated by gready one-step improvement m, , ;(s) = argmax, s {Q"= (s, a)}, which corresponds to an infinitely

large stepsize under softmax policies, and still can achieve monotonic improvement and global optimum. The update

‘of CAPO has a similar fiavor, but with two salient differences: (i) CAPO does not take greedy actions (ii) and needs

10 address various coordinate selection ules and the analysis highly
‘non trivial. Despite this, we formally establish comvergence in Thms 14, R2: Dozs CAPO with | (s, c)| taken into Ste 3 yu%?‘u Fﬂ *E Fﬂa“{im rﬂﬁ% t E e.
account in afs, a) lead to PG? Even with |A (s, a)|-dependent siepsize, the fundamental differences between CAPO p ﬁ I " 1 J g
and PG are two-fold: (i) Coordinate ascent via If (=, a) € Bm } (Which opens up the use of various coordinate selection

rules) and accordingly (ii) the mquimd adaptive siep size (s, a) > lng[;rlm] for comvergence.

e 3. o ‘s s e e e By AL g e e e e ot Theorem -> Thm, Appendix -> App.)
in Theorems 14 (e.g., a(s,a) > log(z—Lry) for Cyclic CAPO). RZ Why in Cyclic-CAPO and an-CAPO, the

stepsizes need to be fived or to satisfy the bounds on § and (7 We'd like to clarify that the stepsize in Cyclic-CAPO
Just needs 10 Satisty cx(s,a) > log( k) (¢E Thm 2) and is not required to be fixed. On the other hand, since
on-policy exploration does not necessanly achieve infinite visitation, a more careful design of step size is needed. We
include on-CAPO to demonstrae the novelty of using variable leamning rate as opposed to fixed leaming rate, with the

sm'pmllng mﬂﬂl?{w‘mwell-dnz‘g::;‘u?u“:?—r.m-m Apperfu C.on-CAPO cansill il.!l;ﬂegl:;]:m:me@enu. (E@Step 2*” Step 3 '% E

2R OB NRE RN

BHH YW HE BN

&
ﬁ'
8

@ Domkoeit el ) NCATG o pREE, ) Chrnt siockotic, () eulsing CARCTs
per pr tramsitions. ahility to converge
(Experiments With CAPO) R2: &.pmmm with CAPO (nat NCAPO) for validating theory and for stochastic
environments? We validate the theory in a stochastic variant of Chain in Appendix F and 15 x 15 Gridworld (the goal
is located at the bottom-right comer with a reward of 100, the agent moves with a cost of —1). To include stochasticity
10 Chain, when moving right in Chain, we modify the stride lengih to be uniformly random between 0 and 3. In Figs. 54
(c)-1d), we see that the results are consistent and CAPO performs well under stochasticity and converges faseer.

RN N
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4. (FFHChatGPT R EHEIDIE BfHE (2/2)

AR{ERAChatGPTEENE EIE ?

Step 1: FAERIE > sFEME TROEER (Kii2R)

Step 2: BFHBERIER - REAEZRNMBERG AR EL (Kf28)

Step 3: IRZERERT - FIRER 4= Ki%E1 (e.g., Theorem -> Thm, Appendix -> App.)

55

Main Takeaway of Part 2

o ChatGPTRILAFHBIIAFERYAE T AT APEER

o {EFAChatGPTRAZIVELZ : fciScontext » HLREATEE R » ABIF/EER
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AR B EEE ZEH

EAZZ Y
azyen@nycu.edu.tw

Neural Language Model

Please open your

How we compute a l How we train a neural
prediction of the language model on a
next word given an Neural Language training dataset using the
existing neural Model backpropagation
language model: algorithm: backward pass
forward pass l

books

https://people.cs.umass.edu/~miyyer/cs685/slides/02-neural-Ims.pdf
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Prediction of the Next Word

iE aaa: @R R EFmHIE2E=E&E2/\ 03/31 00:40

# bbbb: 1Ll 03/31 00:41

H#E ceccec: 4% 03/31 00:42

# dddddd: 03/31 00:43
H eeeeeee; =============== [if| =============== 03/31 00:44

LEER mp LEEE VL wp - =

ez = & pEe/UsE w ) -

(A special token)

Source: https://pttpedia.fandom.com/zh/wiki/iE # 2 /(I ZE[H 3

Prediction of the Next Word

Softmax layer:

convert a vector representation
into a probability distribution
over the entire vocabulary

Please Bl —
Neural Language
open NN — - Il
Model 1
your [ H— Predict “books”
https://people.cs.umass.edu/~miyyer/cs685/slides/02-neural-Ims.pdf 4
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&

Probability distribution over

. P(wi |vector for "please open
the entire vocabulary

your")
book
= laptop

a
H ﬂ Z00
|
the entire vocabulary

1

. E. Low-dimensional representation
of “please open your”

https://people.cs.umass.edu/~miyyer/cs685/slides/02-neural-Ims.pdf 5

Large Language Models %

/—G TS & Gshard Publicly Available
2019\2020/\ G wrs .‘1;'3.. PanGu-a '&' Ernie 3.0
. 7 muc 121 s
codex & o ~ 255! CPM-2
T0 O ) L — /- KLAN s LaMDA
\\ w=por Yuan 1.0 P~
Anthroplc HyperCLOVAN AVER } : o AlphaCode () Pythia
WebGPT ,11-12 =
N \ © chinchitia L
Ernie 3.0 Titan %ye  InstructGPT @ 2022 o S panGuz
% b4
Gopher))  CodeGen O G w2 - P & Bard
Flan-T5
cLam 5 MT-NLG O 00 G Paum (5 Flan oo i s
CoteGeex ¥ GprNeox-208 [0} / @ vam G Flan-PaLm
B 0 =5 )\( Luminous o CodeGen2
LOOM GLM (- Tk-Instruct Ai2 \ / E StarCoder
T0 ® oo NLLB
= AlexaTM a Cohere g@ nD Falcon
BLOOMZ () 114 2~ |
WeLM P — e
Galatica 00 e . | I e
OPT-IML () cnacer & | cpT4 ® 0 Lamaz
https://arxiv.org/pdf/2303.18223.pdf 6
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Model Performance vs. Parameter Size

Human ability to detect model generated news articles

control (86%)

80—
.
£ 70+
>
v
e
=]
o
O 4
<
60 =
.
random chance (50%) 1
= B e R ey e s e e e —— T

ey ! B e v — ey ' — ey
le8 le9 lel0 lell
Number of parameters (log scale)

https://arxiv.org/pdf/2005.14165.pdf

Iy TRUREERRAIERRAMRBAESRIEMRBONRE  AHERINCHENRE » 88
IR RTEENA]

ChatGPT

BPA | TR — ECHIE A S RIR AR ENRATIAN :

AR wiEEW

Ep] RENBRANESREMR
B2l SRR A ATRRE

3 FEMBREEERRTE

5848 EEWBAN-gram 5%

5858 RBSRBEARESREFOMA
568 XEDRAREI

SBT3 EEREED

2E8 BRI RIS T

8o EERRREES

101 EERE RN

] WRBRFRES R

581238 EESEMRNERGR

#1348 HMikERRaRESHE

1438 BESREAZESRG

2153 B AE S IRIBTE I W A PR P HE S R 58
ES ] SEYMBERREZAG
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How to use ChatGPT?

* Click Log in * Continue with Google

Welcome back

Email address
G i
Continue

Log in with your OpenAl account to continue

Don't have an account? Sign ug

R
Login Sign up
E E B¥ Continue with Microsoft Account
F

~

-’ & Continue with Google
& Continue with Apple

https://chat.openai.com/

+ New chat

4GPT-35 +GPT-4 @

Initiate a new chat

If you have a
subscription, you can
access the more powerful
GPT-4

Input any task you want ChatGPT to do
or question you want to ask it

Plan an itinerary Create a workout plan
Make up a story Help me pick
AUpgrade to Plus [ NEW ]
A An-Zi Yen Free Research Preview. ChatGPT may produce inaccurate information about people, places, or facts. ChatGPT August 3 Version
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+ New chat Default (GPT-3.5) %
Hi, how are you?
Al Readiness Check 2

[ o~ |
j(:zl.\‘;Hcllo! As an Al language model, | don't have feelings, but I'm here and ready to assist you.

How can | help you today?

You can edit the chat title or
delete this chat record

Your conversation with ChatGPT

‘"Regenerate

A Upgrade to Plus

A An-Zi Yen Free Research Preview. ChatGPT may produce inaccurate information about people, places. o facts. ChatGPT Auaust 3 Versior 11

BB EYS > & C_Chat
7 31%5[0 (i[i,z '.4 ) %
. [ﬁ H FA - = “( o | = = 3 .
Translation [igE Ok

Tue Apr
R =
BE/ERBARIE
B33 52 AR PR 6F
REFEER LNNF NEEE » BRER -

MARIRBMERBEE EMmSH

EiiEn MEAE » HWEE - )

ZS 3R 2 LE & BOB) F 4R HREL

ANREVRBIK H X HENX

%5

7T REARERRFTNEIRE? 12

https://www.ptt.cc/bbs/C_Chat/
M.1649157139.A.F8D.html
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Translation %

= Google EliZ I A )
HBxE BEE O @
B () - % B TR e FEER X A F

RERBIBEE X HREBERE
W0 zai juéqing gadi
EIE @R

B D) 6/5000 it ~ | am at the bottom of the Loveless Valley.
I'm at the bottom of despair w
§§E:§2m=§i :‘

D) 0 %% <

13

Summarization %

BAERN T SNEE

YA > BEES

A ~ BB ChatGPT  BiEZEZ R KHERT R 2

ATERBIREESE AChatGPTEF 11 AEME L » BHHEHNA o MANBRABURHBAE S » ChatcPTHRIBRATEA
2% EERAREZERERERE - QBNARHIREEZMOFIEE ?

https://www.cw.com.tw/article/5124816?rec=i2i&from_id=512

P RERON; v 4860&from_index=4&from_id=5124860&from_index=4

ERXERT T ALEBMRRBREOpenAli H IR HEZZ A Chat GPTIER B RISIAVER
XERE » AOABEIZELFAERAChatGPTRIBEIAREE S - WAHNEEEEEM
BB RMBERERSENRIRAEIRET - 74T - ERFth5FE T WA LB EChatGPT
ARIRE » ERBENERTAEBAERMAR » MAChatGPTHRRBHEERSBEN
Ak BRESRFENESHEAIERARSG - @EWLL - BEFINAERRNTER

ChatGPTll 7 B2 ELR#H! - MABEIAIRRER B PHHRIEE - "
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Question Answering %

BF100A Rt RICEHIE ARk 2

HERANE 1L A2021%F - BFO00ARERLIHRIFARLERAVRE (Usain Bolt) -
RFEMNESGEDS - 11200928 B 16 A EASHEE R LHHOSSHIRM - I T
TEF00ARMEREH - FREARAEZROBMNY - LRLTHMLE -

W 40% -t} 2000t REBHIE

TEMI00ARILE (LLMEHIEENE) BESIRS AR » BRSETATRE berlin 2009

RICHIEE - BFHRECHERI06SEEABFHEURDCRRIF 712X - BAIEF ——— é%

1 5R4C8%9.58%) (9.5720(4)) » AFEMMAER - WEF2009FHEERI8 16 B K> Eal

ttRAFI00ARE LAE - BAINKFHRLHRE10.499 » MBRMET - BEIEHIEP T e Sk

HHM98847 B16 AEENERGRFITAE - MIEMABLL » 100A R RETRIZ - Bit am e — an2sh

HREITERmRRARRNES - MEEHEREeE®Rbc - . omsrs
https://zh.wikipedia.org/zh-tw/100>( &1 ;;nn i;m
https://zh.wikipedia.org/zh-tw/20094F 1t 5 FH 4R A1 5% 2007 AHR 201 A - 15

&

Training Process of ChatGPT

Source: Machine Learning by Prof. Hung-Yi Lee
https://www.youtube.com/watch?v=e0aKI2GGZNg
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Predict the Next Word

Input incomplete sentence »

RERENE/RZ

Az
@E i e
k RERIE i

=» no need for human annotation

Output the next word
=

What is the connection with question answering?

17
Source: Machine Learning by Prof. Hung-Yi Lee

Predict the Next Word

Probabilities of the next word

Input incomplete sentence -

BREENEIRSE GPT =) - -

\b 101E&ENIm—EmT ? = el mp &
101 ESENIB—ERT ? & = el m) it

18
Source: Machine Learning by Prof. Hung-Yi Lee
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Predict the Next Word

Probabilities of the next word

R

5%

Input incomplete sentence -

BERENE (RIS

How to guide GPT to generate correct output?

19
Source: Machine Learning by Prof. Hung-Yi Lee

A labeler
demonstrates the @
desired output

d

; &«
behawor. Some people went
to the moon...
I
* 1017E &2 B9 — {5 =pir
« YMAJERZE? ZERNEFE
B BNFES 18T F: This is a book se—AE
Source: Machine Learning by Prof. Hung-Yi Lee 20
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Reinforcement Learning from Human Feedback

101 & &/ —EH S ? Q —>

Teacher

101 & &R —@EnH ?

&adtb = Model
101 EEZIE—EHH ? - Teacher
PR E Model

Source: Machine Learning by Prof. Hung-Yi Lee

Labeled by human
git o

%hE X

» Score 1

Score 1 > Score 2

» Score 2

21

Reinforcement Learning from Human Feedback

Reward —

101E&Er I —{E i ? Teacher
ME B — _} = Lowscore

Source: Machine Learning by Prof. Hung-Yi Lee
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The impact of ChatGPT %

» ChatGPT,
o

ChatGPT{Everywhere

https://memes.tw/wtf?template=5 23

How to Write Effective Prompts? %

maiamia‘s;f

)z ausmre—EEFHENBE - SARBRERARE - BRE—EEBOBE - T4
RISRR T BONFAABBNTAGR < BBRBAOME » AIMEIIRRIEE LEAMNT
M -

—B{RAET FERE » AIMRERENNTEREE - FI20  BT1RISHFTERE > AIIU
AEIEBA1~ 2345 Bi§25A1~ 2~ 3~ 4~ 5 DALLKRHE - BBRAXRE > (RN
FRENELETOLMRAVIERR -

BIRRREET/INIOEEBR » AIURRKRE BRI - FI2fKEL 3B
& o EEHEERT » MVBBAREEUNRT » DEERDETREASN -

Rk RERDPBRBFENOMER - CERFIUNBRECETERE - BRIGERE > I
REMOEHRENFRE - ARFREESHNRENRE - IAEREMATILE LK

BRR - ”
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Eﬁ?ﬁiﬁﬁﬂ’\]ﬂ@%ﬂm  FEMUNEHREE - FERREBRS - WERFENLCE2HNE -
MRMT  AEFESME - RERFRSE -

BRBRBFRE

:&!GT » RRBEBEMAOBBER - MERE—EFERERE - (RAIHERE - RBEH
fRIEFERT » MRBEARER - BORERHR -

1. 5x6=7?
2. 8x9=2
3. 12x7=? o
4. 15x4=2 72
5. 11x3=2 104

60

33
ALIE L AERRE  AREEEHFIMERNERRS -

[ElpmanmsratEmmSRe » BEERAERNS 2

25

In-Context Learning for Machine Translation %

* Zero-Shot
Translate English to Chinese.
Natural language processing =>

* One-Shot
Translate English to Chinese.
Machine learning => #z32 2  example

Natural language processing =>

* Few-Shot

Translate English to Chinese.

Machine learning => 123828

Deep learning => X EE2H examples

Artificial intelligence => A T &£

Natural language processing => 26
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In-Context Learning for Sentiment Analysis

» Zero-Shot
Identify the sentiment of the sentence.
| am happy =>

* One-Shot

Identify the sentiment of the sentence.

| am happy => Positive
Today is not my day =>

* Few-Shot

example

Identify the sentiment of the sentence.

| am happy => Positive
This is a book => Neutral

It's raining so | can't go out => Negative

examples

Today is not my day =>

Chain-of-Thought (CoT) Prompting

(a) Few-shot

&oger has 5 tennis balls. He buys 2 more cans of terb

balls. Each can has 3 tennis balls. How many tennis balls does
he have now?
A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(b) Few-shot-CoT

ﬁ Roger has 5 tennis balls. He buys 2 more cans of ter@
balls. Each can has 3 tennis balls. How many tennis balls does

he have now?
A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output) The answer is 8. X

L

(c) Zero-shot

@s. So there are 16 / 2 = 8 golf balls. Half of the golf balls are

(Output) The juggler can juggle 16 balls. Half of the balls are golf

blue. So there are 8 /2 = 4 blue golf balls. The answer is 4. /

Ly,

(d) Zero-shot-CoT (Ours)

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) 8 X

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls. v/

https://arxiv.org/pdf/2205.11916.pdf
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Research Direction: Prompt Generation

Prompts

Act as a Linux Terminal

Contributed by: @f Reference: https://www.engraved.blog/building-a-virtual-machine-inside/

| want you to act as a linux terminal. | will type commands and you will reply with what the terminal should
show. | want you to only reply with the terminal output inside one unique code block, and nothing else. do
not write explanations. do not type commands unless | instruct you to do so. When | need to tell you

something in English, | will do so by putting text inside curly brackets {like this}. My first command is pwd

Act as an English Translator and Improver

Contributed by: @f A ive to: Gr rly, Google Ti

| want you to act as an English translator, spelling corrector and improver. | will speak to you in any
language and you will detect the language, translate it and answer in the corrected and improved version
of my text, in English. | want you to replace my simplified AO-level words and sentences with more
beautiful and elegant, upper level English words and sentences. Keep the meaning same, but make them
more literary. | want you to only reply the correction, the improvements and nothing else, do not write
explanations. My first sentence is "istanbulu cok seviyom burada olmak cok guzel"

Act as position Interviewer

https://github.com/f/awesome-chatgpt-prompts

£ ChatGPT Prompt Generator £

This app generates ChatGPT prompts, it's based on a BART model trained on this dataset. ﬂ Simply entera

persona that you want the prompt to be generated based on. d227228¢

Input a persona, e.g. photographer Prompt

photographer | want you to act as a photographer. | will provide

you with images and you will create captions for

b 13 /X

=>» Research Direction: Prompt Generation

https://huggingface.co/spaces/merve/ChatGPT-prompt-generator 29

ChatGPT is amazing

%ﬁﬁﬂiﬁﬂé%ﬁztiﬁsmﬂ hERE3 ~ 3IAFEL

AN BRI RS E R IE RRRIIS

(20221212)

[CsrmiinssiaAt18e240) - & RKAEZIRRERAE D RIE ISR
IR - REAEH - SIAET - WERTERER - MORNEASHALS

Fft

HIERRET - FFIERBE BRI ERARAIPHEIEN - LITRRRIREE
1% HPRIEAZS ARG - EROIIGIEENSERRNILLE

30
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ChatGPT is amazing

Y St L 188240 REEM  3IATEC
Wi ERES RS ER O REMM IS (20221212)
[B)simms s+ 188246 » SRBREHR T LFIMILEH MG T

BARBRORREK ° REE3NG » 3AIET » HARBINARKE - BEERFARELR
ARIE ISR -

TEERGET > BFIEABEERZELIE LABAS NELNE T R » RR
HRRRESREBOED - EBRNILGAIEENS RERNILS -

31

But ChatGPT is not Perfect ...

;%—@#ma@mmmuaﬁrz ?

Iﬁiﬁ%%lt , ZEMFRER S RARRAE— LA - At - RERESE—fanes (0F
MBI - AT » EEEL LEAXMBRG@RN 2T @GRS » fINEHE Tk
8 (Hillary Clinton) ZE2016 F M AEPRRRE RS REHR » BREME T EENERE
-45BE (Donald Trump) ©

R

f‘&ﬁ&%’ﬁﬁﬁiﬂﬂ%ﬁsﬁﬂ% ?

@

, ERIEERESEE - ERETEARARKNESEES  BESHN O
FEAATME - B2 > ARMMHAEDBEONEHR0 -

32
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Unaware of Current Events, Trends, or Anything

l!%ﬁ—amﬁﬁﬁﬂﬂgmﬁzem—@ma?

[B)eir—rttrEn@aBRE07E87  BRNSELIER - HAKS  SEREY
TRSREW  RIRE T HRERCHENTE -

2023&&%1@&#@&58@%&?%%—@? ?

[C)rint - rA—BATESE - REERRBHNER - BATEREREAEN2023ERE
ARNGRERE M - BESILRSTETERETERE -

ChatGPT’s Training Data Cuts Off in 2021
33

Web Search Support in ChatGPT

M|DE BY vy BOER Y dEwy @B SR S SAYE - Q

ChatGPT AJAEE RZHFEENT | BIRF

THGMMBERE

OpenAl &7 » ChatGPT 3B 21 AE HIREEE Plus 1 Enterprise BE M » M5 HAFER
RIRREIFRBBPE -

https://www.inside.com.tw/article/32918-openai-chatgpt-browse-internet 34
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Retrieval Augmented Generation (RAG)
* Retrieval Gobg|e

Google 4% HFR

* Augmented £
L

Hi w Hello, how are you?

* Generation

Augmented Language Models
]

20234t RIFTRACH B
TELWM—EERZ ? — e =N

i~ N 4 8
& 0 minE Etanlg:l—s ' — LLM — |7
Bl 8sin@+15cosf=?

Mialon et al. "Augmented language models: a survey." arXiv preprint arXiv:2302.07842 (2023).
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Llamalndex

Chunk 1 Embedding 1

Embedding

Document Splitting Chunk 2 Vil Embedding 2 Knowledge Base

Chunk 3 Embedding 3

Relevant

Chunks

Compute Semantic

Re-ranki
Embeddings Search S TARREr

uestion
e _°

™~ Generated Re-ranked
Context
Response Results

https://www.llamaindex.ai 37

Open-Retrieval Conversational Machine Reading

Retrieved Rule Text 1: SBA provides loans to businesses -
not individuals - so the requirements of eligibility are based on

° Answer the user queStion by aspects of the business, not the owners. All businesses that are

considered for financing under SBA’s 7(a) loan program must:

Searching for relevant rU|e teXtS, meet SBA size standards, be for-profit, not already have

the internal resources (business or personal) to provide the

1 1 1 financing, and be able to demonstrate repayment.
Interpretlng the user Scenarlo’ Retrieved Rule Text 2: You'll need a statement of National

and keeplng asking follow_up Insurance you've paid in the UK to get these benefits - unless

you're claiming Winter Fuel Payments.

H H 4 Retrieved Rule Text 3: 7(a) loans are the most basic and most
queStlonS to Cla”fy the USErs used type loan of the Small Business Administration’s (SBA)

background until it Concludes a business loan programs. It’s name comes from section 7(a) of
R the Small Business Act, which authorizes the agency to provide
f| n al answer business loans to American small businesses. The loan program
is designed to assist for-profit businesses that are not able to
get other financing from other resources.
User Scenario: I am a 34 year old man from the United States
who owns their own business. We are an American small business.
User Question: Is the 7(a) loan program for me?
Follow-up Q;: Are you a for-profit business?
Follow-up A;: Yes.
Follow-up Q2: Are you able to get financing from other re-
sources?
Follow-up A:: No.
https://arxiv.org/pdf/2102.08633.pdf Final Answer: Yes. (You can apply the loan.) 38
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Contribution
Generation

SEEN: Str d Event Enh

Network for Explainable Need

Detection of Information Recall Assistance

You-En Lin,' An-Zi Yen,” Hen-Hsen Huang,' Hsin-Hsi Chen'
! Department of Computer Science and Information Engincering,
National Taiwan University, Taiwan
* Department of Computer Science, National Yang Ming Chiao Tung University, Taiwan
* Institute of Information Science, Academia Sinica, Taiwan
yelin@nlg.csie.ntu.edu.tw, azyen@nycu,edu. tw,
is.sinica.edu.tw, edu. tw

Abstract
When recalling life experiences, people often
& life cvents, which

e
information recall services. Previous work on
information recall focuses o providing sach
assistance reactively, i.e., by retrieving the life
event of a given query. Prosctively detecting
the need for informatioa recall services is rarcly

detect the right time 1o trigger the informa-
thon rocall service. We propase a pilot model-
structured event enhancement network (SEEN)
that detects life event inconsistency, additional
information in life events, and forgotien evemts.
A fasing mechanism is also proposed to incor-
porate event graphs of stories and enhance the
textual repeesentations. To explain the noed
detection results, SEEN simuNancously pro-
vides suppost evidence by selecting the related
nodes from the event graph. Experimental re-
sults show that SEEN achicves promising per-
formance in delocting information needs. In
addition, the extracted evidence can be served
2 complementary information o remind users
what events they may want to recall.

1 Introduction

People have to deal with many events in their daily
life. As time passes, they might forget details aboot
their past experiences. Forgetting the exact name
of people or places or things and mixing up life
events is a common cccurrence. This explains the
importance of an information recall system that
helps people bring to mind what they are trying to
recall. We propose reactive and proactive service
modes for an information recall system (Yen etal,,
2021a). In reactive mode, users directly ask the
system about their life events, whereas in proactive
mode, the system attempts to automatically detect
whether users need memory recall assistance and
then provides the information they seck to recall
For reactive mode, studies have been done on vi-
sual lifelog recall (Gurrin et al, 2016, 2017, 2019,

2020; Chu et al., 2019, 2020), which focuses on the
construction of a multimodal retrieval model that
enables users to scarch through photos using tex-
tual queries. We propose an information recall sys-
tem (Yen et al, 2021b) to answer questions about
life experiences over a personal knowledge base.
In contrast to reactively receiving users’ requests,
proactive mode, which detects the right time to
trigger the information recall service, is still little
explored. In this paper, we further propose a pi-
lot study to proactively detect the user’s need for
information recall assistance.

One common use case of memory recall assis-
tance occurs in human coaversation. To identify
whether people have difficultics in recalling past
expericnces, Wang et al. (2018) propose a model
1o detect speech hesitation. Here, we focus on de-
tecting the need for information recall support in
people’s narrstives.  Specifically, we seek to de-
tect the following four situations in nasratives to
determine whether to trigger the service:

1. Ifthe i f the life event i:

with the user’s past experience, no memory
recall assistance is needed.

2. Since people cannot remember every detail of
their life experiences, we may unconsciously
draw on similar but unrelated events to de-
scribe an experience that leads to a conflict
with the established facts. It is essential to
identify the description that is inconsistent
with these facts, and retricve those facts as an
explanation to inform the user.

3. For the case where the narrative ends without
relevant events mentioned, the user may have

forgotten the events. The system must remind
the user of these forgotten events.

4. The user may claborate on additional events
that were not logged before. This additional
information could be details about events
in lifelogs or they could be previously un-
logged events. The system should distinguish

5438
Proceedings of the 2022 Conference on Empirical Methods in Natural Longuage Processing, pages $138 - $451
December 7-11, 2022 G022 Association for Computationsl Linguistics

ContributionSum

A
L)

39

Input: <SEC> title: Interpretation of NLP models through ... <SEC> abstract: ... <Anal=

eSS Sy e FAiSe he oMo diSHbUORFOBIER .. <SEC> Introduction: .

<Method> We propose to marginalize each token out to mitigate the OOD problem ...
<SEC> <Method> Methods: We propose input marginalization to mitigate the OOD

issue ... <SEC> Conclusion: ...

Target:

<Method> To avoid the OOD problem, we propose a new interpretation method, i.e.,
input marginalization using MLM for likelihood modeling.

Meng-Huan Liu, An-Zi Yen, Hen-Hsen Huang, and Hsin-Hsi Chen. “ContributionSum: Generating Disentangled
Contributions for Scientific Papers.” In CIKM 2023
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Citation Graph Construction %
Explicit } ~ M

( 1. On the other hand, we can impose limited S ctancew Jr+oor L {8 ctancer |
architectural constraints in the form of selective

rationalization (Lei et al., 2016; ...

Implicit

2. In this paper, we build on and extend selective
rationalization.

HE,CE ~ — H O Citation Sentence O Sentence Node,
1. On the other hand, we can impose limited {Vl’ap—e[} ﬂ ﬁ ﬂ % ") Citation Mark () Word Node
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